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Abstract
We present an approach to matchmaking in electronic marketplaces of peer entities, which mixes in a formal and principled way Datalog, fuzzy sets and utility theory, in order to determine the most promising matches between prospective counterparts. The use of Datalog ensures the scalability of our approach to large marketplaces, while fuzzy logic provides a neat connection with logical specifications and allows to model soft constraints and how well they could be satisfied by an agreement. Noteworthy is that our approach takes into account in the peer-to-peer matchmaking also preferences of each counterpart and their utilities. This allows to rule out of the match list those counteroffers that, although seemingly appealing for the buyer, would probably lead to failure due to contrasting preferences of the seller, and paves the way to the actual negotiation stage.
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1. Introduction
We consider a peer-to-peer (P2P) e-marketplace basically as a system where peer users—buyers and sellers—can submit their advertisements, browse through available ads, and—hopefully—be assisted in finding the best available counterparts to meet their needs and initiate a transaction. Obviously, such e-marketplaces, while sharing common features with well-known business-to-business and business-to-consumer systems, have deep differences w.r.t. marketplaces of commodities and undifferentiated goods. In our framework usually both offers/requests refer to goods/services that cannot be simply described in a machine understandable way without the help of some knowledge representation language, and price is not the single feature to look and/or negotiate on. For example, descriptions could have logical implications, e.g. If a car has leather seats then it is also provided with air conditioning, or bundles e.g. Sports car with optional package including both GPS system and alarm system, and some kind of logical theory, able to let
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users express their needs/offers, could surely help. Also, when descriptions refer to complex needs, we should take into account preferences, distinguishing them from hard—mandatory—constraints, e.g. I would like a black station wagon, preferably with GPS system. The possibility to handle some of the abovementioned issues in some electronic facility may help not only in the discovery/matchmaking stage of a transaction process, thus selecting most promising counterparts to initiate a negotiation, but also in the actual negotiation stage.

Roughly speaking, matchmaking is the process of finding “good” counterparts for a given entry in the marketplace. In our setting an entry amounts to the request of a candidate buyer, and the counterpart is a seller, together with an offer of that seller. Of course, the evaluation of how “good” a counterpart constitutes most of the effectiveness of a matchmaking system. Several presently available commercial sites force the buyer to enter her request following a predefined classification that may be completely unsuitable for the characteristics the buyer might have in mind—e.g. eBay [12], Sunday Times [37] require to enter a brand first, then a model of that brand, etc. while a buyer may be interested in a general kind of product available from several brands, with some limitations on price. In this respect, one may say that they provide no matchmaking assistance: the matchmaker is the buyer herself. The escape of a textual search engine (as in eBay) does not help a lot, since the result is a (sometimes very long and tedious) list to browse. Other matchmaking sites provide a rank of counterparts based on some numerical computation on features—e.g. Yahoo [44]—but no explanation of the ranking is possible, obscuring the motivations of suggestion, and, hence, also possible refinements of a request.

To assist buyers and sellers in marketplaces, several research proposals on matchmaking systems were issued. They either try to compute a score of possible counterparts, based on textual information [42], or to compare the logical representations of supply and demand [40,27], or combine both scores and logic in some way [20,39,7,22]. Our proposal falls in this last category, mixing in a formal way Datalog, fuzzy sets and utility theory. While the above logic-based proposals do not tackle the scalability problem, our resort on Datalog ensures the scalability of our approach to large marketplaces. On the other hand, the resort on fuzzy logic ensures a neat connection with the logical specification, while allowing the system to give an explanation of suggestions in terms of how well the preferences could be satisfied if an agreement should be sought.

But the most prominent feature that distinguishes our proposal is the fact that the matchmaker takes into account the preferences of each counterpart: in fact, each score is the maximum value of the product of the weighted utility of the buyer $u_\beta$ times the weighted utility of the seller $u_\sigma$. This product is maximized over all possible matches between the buyer and that seller. In this way, all those matches that seem appealing for the buyer but do not fit the seller’s preferences are discarded when the match list is presented to the buyer.

Moreover, since the score corresponds also to a prospective “best-tradeoff” match between parties, the candidate match itself can be used as a pre-negotiation phase, to be integrated with other information and preferences that could not have been mentioned in the initial statements—e.g. a secondary time-cost tradeoff in shipping, or restrictions on the method of payment.

The remaining of the paper is as follows: to set the stage, Section 2 introduces basics of languages and technologies we adopt. In Section 3 requirements for the matchmaking process, including preferences, utility functions and reservation value, are illustrated. Then fuzzy soft constraints are presented in Section 4, followed by the description of fuzzy matchmaking process in Top-k-Datalog in Section 5. Next, in Section 6 rules for item classification in P2P marketplaces are outlined and an illustrative example is presented. Section 7 extends our framework to a general marketplace; an analysis of relevant related work and conclusions close the paper.

2. Basic technologies

We use an extension of Datalog (cf. [1,5,41]) as our representation and query tool. Datalog is a very powerful, well-studied declarative language based on Horn clause logic. Datalog adapts the paradigm of logic programming [21] to the database setting. We extend it by allowing soft constraint predicates to appear in rules and queries (we call the language Top-k-Datalog). The proposal here extends the work [35] in which soft constraint predicates, i.e. fuzzy predicates, may appear in queries only and is conceptually equivalent to [23,36]. Basically, we allow vague/fuzzy predicates to occur in rule bodies, which have the effect that each tuple in the answer set of a query has a score in $[0, 1]$. Top-k-Datalog addresses the problem to compute the top-k answers in case the set of facts is huge, without evaluating all the tuples’ score. As matching a buyer’s request with a seller’s offer is a matter of degree, we will use Top-k-Datalog to find the top-k matchings. An initial prototype has been developed on top of the Prolog system XSB [43].
To make the paper self-contained, we first present Datalog and then its extension. The experienced reader may just skip the next subsection.

2.1. Datalog

Datalog rule: A Datalog rule is a Horn clause of the form

\[ A \leftarrow A_1 \land \cdots \land A_n, \]

where \( A \) is the head of the rule, and \( A_1 \land \cdots \land A_n \) is the body of the rule. \( A \) and all \( A_i \) are atoms. An atom is of the form \( p(t_1, \ldots, t_n) \), where \( p \) is an \( n \)-ary predicate symbol and all \( t_j \) are terms. A term is either a variable or a constant. Each variable in the head of a rule must also occur in the body of the rule.

For instance,

\[ \text{UncomfortableCar}(x) \leftarrow \text{Car}(x) \land \text{LeatherSeats}(x) \land \text{NoAirConditioning}(x) \]

is a rule stating that a car with leather seats and no air conditioning is an uncomfortable car.

We also provide a set of built-in predicates, such as \( +, \ast, -, /, \geq, \leq, = \), with (obvious) fixed interpretation, which may appear in a rule body. Each variable occurring in a built-in predicate must occur at least once in an atom of the rule body.

Datalog fact: A fact is a Datalog rule with empty body (here we omit the \( \leftarrow \) symbol). We further require that no variable occurs in facts (the fact is ground). Facts are usually stored in relational tables of an underlying database. For instance,

\[ \text{CarTable}(544, \text{FiatPunto}, 2004, 15, 000) \]

is a fact stating that item 544 is a Fiat Punto, built in 2004 and having 15,000 km.

Extension/intentional database: An extensional database (EDB) is a finite set of Datalog facts, while an intentional database (IDB) is a finite set of Datalog rules without facts.

Datalog program: A Datalog program \( P = (P_I, P_E) \) is given by an EDB \( P_E \) and an IDB \( P_I \) in which the predicates occurring in the EDB do not occur in the head of rules of the IDB. Essentially, we do not allow that the fact predicates occurring in \( P_E \) can be redefined by \( P_I \).

For instance,

\[ \text{Sedan}(x) \leftarrow \text{CarTable}(x, y, z, t) \land (y = \text{FiatPunto}) \]

is a rule stating that if an item in EDB is a Fiat Punto, then it is a Sedan.

Herbrand universe: From the semantics point of view [21], the Herbrand universe \( H_P \) of \( P \) is the set of constants appearing in \( P \). If there is no constant symbol in \( P \) then consider \( H_P = \{a\} \), where \( a \) is an arbitrary chosen constant.

Herbrand base: The Herbrand base \( B_P \) of \( P \) is the set of ground instantiations of atoms appearing in \( P \) (ground instantiations are obtained by replacing all variable symbols with constants of the Herbrand universe).

Herbrand interpretation: A Herbrand interpretation of \( P \) is any subset \( I \subseteq B_P \) of its Herbrand base. Intuitively, the atoms in \( I \) are true, and all others are false. That is, \( I \) satisfies a ground atom \( A \) iff \( A \in I \).

Model: Let \( P^* \) be the set of ground rule instantiations obtained from \( P \). An interpretation \( I \) satisfies (is a model of) \( P \) iff \( I \) satisfies (is a model of) \( P^* \). \( I \) satisfies (is a model of) \( P^* \) iff \( I \) satisfies (is a model of) all rules in \( P^* \). \( I \) satisfies (is a model of) a rule \( A \leftarrow A_1 \land \cdots \land A_n \) occurring in \( P^* \) iff \( A \in I \) whenever \( \{A_1, \ldots, A_n\} \subseteq I \).

Minimal model/immediate consequence operator: It is well known that each Datalog program has a unique minimal model \( M_P \), which coincides with the intersection of all models of \( P \). \( M_P \) is also the least fixed-point of the immediate consequence operator \( T_P : 2^{B_P} \rightarrow 2^{B_P} \) defined as

\[ T_P(I) = \{ A \in B_P | P^* \text{ contains a rule } A \leftarrow A_1 \land \cdots \land A_n \text{ such that } \{A_1, \ldots, A_n\} \subseteq I \text{ holds} \}. \]

Intuitively, it yields all atoms that can be derived by a single application of some rule in \( P \) given the atoms in \( I \). Since \( T_P \) is monotone, by the Knaster–Tarski Theorem it has a least fixed-point, denoted by \( T_P^\infty \); since, moreover, \( T_P \) is also
continuous, by Kleene’s Theorem $T^\infty_P$ is the limit of the sequence

\[
T^0_P = \emptyset,
T^{i+1}_P = T_P(T^i_P), \quad i \geq 0.
\]

Then $M_P = T^\infty_P$.

**Entailment:** We further say that $P$ entails a ground atom $A$ (denoted $P \models A$) iff $A \in M_P$.

Given a Datalog program $P = (\mathcal{P}_1, \mathcal{P}_E)$, a Datalog query predicate $q$ is a designated $n$-ary predicate symbol appearing in the head of a rule in $\mathcal{P}_1$.

For instance,

\[
q(x, p) \leftarrow \text{Car}(x) \land \text{Price}(x, p) \land (p \leq 15,000)
\]

is a query asking for cars whose price is less than or equal to 15,000.

**Answer set:** The answer set of $q$ with respect to $P$ is the set of tuples $c$, such that $q(c)$ is entailed by $P$, i.e.

\[
\text{ans}(P, q) = \{c | P \models q(c)\}.
\]

### 2.2. Top-k Datalog

**Top-k-Datalog** is like Datalog except that we additionally allow fuzzy predicates to occur in Datalog rule bodies.

**Top-k-Datalog rule:** Specifically, let $q$ be an $n + 1$-ary predicate. A Top-k-Datalog rule is of the form

\[
q(x, s) \leftarrow \exists \text{body}(x, y) \land s = f(p_1(z_1), \ldots, p_m(z_m)),
\]

where

1. $x$ are the $n$ distinguished variables;
2. $s$ is the score variable, taking values in $[0, 1]$, and $q$ is functional on $x$;
3. $y$ are the so-called non-distinguished variables and are distinct from the variables in $x$;
4. $\text{body}(x, y)$ is a conjunction of Datalog atoms;
5. $z_i$ are tuples of constants or variables in $x$ or $y$;
6. $p_i$ is an $n_i$-ary fuzzy predicate assigning to each $n_i$-ary tuple $c_i$ as score $p_i(c_i) \in [0, 1]$;
7. $f$ is a scoring function $f : [0, 1]^m \rightarrow [0, 1]$, which combines the scores of the $m$ fuzzy predicates $p_i$ into and overall query score to be assigned to the score variable $s$. We assume that $f$ is monotone, i.e. for each vector \( v = (v_1, \ldots, v_m) \) and \( v' = (v'_1, \ldots, v'_m) \) in \([0, 1]^m\), if \( v \leq v' \) then \( f(v) \leq f(v') \), where \( (v_1, \ldots, v_m) \leq (v'_1, \ldots, v'_m) \) iff \( v_i \leq v'_i \) for all $i$;
8. We assume that the computational cost of $f$ and all fuzzy predicates $p_i$ is bounded by a constant.

We call $s = f(p_1(z_1), \ldots, p_m(z_m))$ a scoring atom. For instance,

\[
\text{CheapCar}(x, p, s) \leftarrow \text{NewCar}(x) \land \text{CarPrice}(x, p) \land s = \max(0, 1 - p/15,000),
\]

\[
\text{CheapCar}(x, p, s) \leftarrow \text{SecondHandCar}(x) \land \text{CarPrice}(x, p) \land s = \max(0, 1 - p/7500)
\]

are two Top-k-Datalog rules looking for cheap cars, assigning to each car a score depending on its price. If the price of a new car is above 15,000 the car is not considered as a cheap one, while the scoring function is increasing as the price lowers. Hence, it is quite natural that if we are looking for cheap cars one wants that the retrieved cars are sorted in decreasing order with respect to its score, i.e. degree of cheapness. Furthermore, as the database may contain thousands of tuples, one usually wants to retrieve just the top-$k$ ranked ones.

**Top-k-Datalog fuzzy predicate:** Concerning fuzzy predicates involved in scoring atoms, we recall that in fuzzy set theory and practice there are many membership functions for fuzzy sets membership specification. However, the trapezoidal $trz(k_1, k_2, a, b, c, d, x)$, the triangular $tri(k_1, k_2, a, b, c, x)$, the $L$-function (left shoulder function) $LS(k_1, k_2, a, b, x)$ and the $R$-function (right shoulder function) $RS(k_1, k_2, a, b, x)$ are simple, yet most frequently used to specify membership degrees (see Fig. 1). $k_1, k_2$ is the domain of the functions, $a, b, c, d$ are the parameters and $x$ is the input variable. For instance, $LS(k_1, k_2, a, b, a) = 1$, $LS(k_1, k_2, a, b, b) = 0$ and $LS(k_1, k_2, a, b, x) = (b-x)/(b-a)$ for $a < x < b$. To the ease of presentation, we will write $LS(k_1, k_2, a, b, x, y)$ to denote that the value of the $L$-function applied to $x$ is $y$, and similarly for the other fuzzy predicates.
Of course, many other fuzzy predicates $p$ can be defined as long as they assign to each tuple $c$ a score $p(c) \in [0, 1]$. For instance, we may define the unary fuzzy predicate \textit{RipeTomato}, defined over constant representing colors, as

\[
\text{RipeTomato(red)} = 1.0, \\
\text{RipeTomato(slightlyred)} = 0.75, \\
\text{RipeTomato(greenred)} = 0.5, \\
\text{RipeTomato(slightlygreen)} = 0.25, \\
\text{RipeTomato(green)} = 0.0.
\]

\textit{Top-k-Datalog program:} A Top-k-Datalog program is like a Datalog program except that Top-k-Datalog rules are considered in place of Datalog rules (i.e. scoring atoms may appear now in the rule body of “rules”).

\textit{Semantics of Top-k-Datalog rules:} From the semantics point of view, we have to take into account the additional scoring atom $s = f(p_1(z_1), \ldots, p_m(z_m))$. We note that, informally, a rule

\[
q(x, s) \leftarrow \exists y \text{body}(x, y) \land s = f(p_1(z_1), \ldots, p_m(z_m))
\]

is interpreted in an interpretation $I$ as the set $q^I$ of tuples $(c, v)$, such that when we substitute the variables $x$ and $s$ with the constants $c$ and the score value $v \in [0, 1]$, the formula $\exists y \text{body}(x, y) \land s = f(p_1(z_1), \ldots, p_m(z_m))$ is true in $I$.

Due to the existential quantification $\exists y$, for a fixed $c$, there may be many substitutions $c'$ for $y$ and, thus, we may have many possible scores for the tuple $c$. Among all these scores for $c$, we select the highest one, i.e. the\textit{ supremum} (sup).

In case that the atom $q(x, s)$ is the head of multiple rules, for each tuple $c$ there may be a score $v_i$ computed by each of these rules. In that case, we assume that the overall score for $c$ is the \textit{maximum} among the scores $v_i$.

Now, let $\theta_{xy}^{cc^v} = \{x/c, y/c', s/v\}$ be a substitution of the variables $x, y$ and $s$ with the tuples $c, c'$ and score value $v \in [0, 1]$. Let $\psi(x, y, s)$ be $\text{body}(x, y) \land s = f(p_1(z_1), \ldots, p_m(z_m))$. With $\psi(x, y, s)\theta_{xy}^{cc^v}$ we denote the ground formula obtained by applying the substitution $\theta_{xy}^{cc^v}$ to $\psi(x, y, s)$.

We say that an interpretation $I$ is a \textit{model} of $\psi(x, y, s)\theta_{xy}^{cc^v}$ iff $\psi(x, y, s)\theta_{xy}^{cc^v}$ is true in $I$, i.e. all ground atoms and the grounded scoring atom occurring in $\psi(x, y, s)\theta_{xy}^{cc^v}$ are true. We will write $I \models \psi(x, y, s)\theta_{xy}^{cc^v}$ in this case.

Then, for a predicate symbol $q$, the interpretation $q^I$ of a set of rules $R_q = \{r_1, \ldots, r_n\}$, where each rule $r_i \in R_q$ is of the form $q(x, s) \leftarrow \exists y_i \psi_i(x, y_i, s)$, is

\[
q^I = \left\{ (c, v) | v = \max(v_1, \ldots, v_n), v_i = \sup_{c'} v' | I \models \psi_i(x, y_i, s)\theta_{xy}^{cc^v}' \right\},
\]

(1)

where $\sup \emptyset$ is undefined, and $\max(v_1, \ldots, v_n)$ is undefined iff all its arguments are undefined.

Note that some tuples $c$ may not have a score in $I$ and, thus, $(c, v) \notin q^I$ for no $v \in [0, 1]$. Alternatively we may define $\sup \emptyset = 0$ and, thus, all tuples $c$ have a score in $I$, i.e. $(c, v) \in q^I$ for some $v \in [0, 1]$. We use the former formulation to distinguish the case where a tuple $c$ is retrieved, though the score is 0, from the tuples which do not satisfy the query and, thus, are not retrieved.

Finally, for all $c$ and for all $v \in [0, 1]$, we say that $I$ is a \textit{model} of $q(c, v)$ iff $(c, v) \in q^I$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{(a) Trapezoidal function; (b) triangular function; (c) $L$-function; (d) $R$-function.}
\end{figure}
It is not difficult to verify that, as for Datalog, Top-k-Datalog programs have an unique minimal model $M_P$, which can be obtained as least fixed-point of the $T_P$ operator. This follows immediately from [33] and the fact that scoring functions are monotone. We say that a Top-k-Datalog program $\mathcal{P}$ entails $q(c, v)$, written $\mathcal{P} \models q(c, v)$, iff $M_P \models q(c, v)$.

The basic inference service that concerns us is the top-k retrieval problem:

Top-k retrieval: Given a Top-k-Datalog program $\mathcal{P}$, retrieve the top-k ranked tuples $\langle c, v \rangle$ that instantiate the query atom $q$ and rank them in decreasing order w.r.t. the score $v$, i.e. find the top-k ranked tuples of the answer set of $q$, denoted

$$\text{ans}_k(\mathcal{P}, q) = \text{Top}_k \{\langle c, v \rangle | \mathcal{P} \models q(c, v)\},$$

where $\text{Top}_k$ is defined as follows: $S = \text{Top}_k R$ iff

1. $|S| \leq k$;
2. for each $\langle c, v \rangle \in S$ there is no $\langle c', v' \rangle \in R$ such that $v' < v$.

For instance,

$$q(x, p, s) \leftarrow \text{CheapCar}(x, p, s)$$

is a query asking for cheap cars. The top-k ranked cars, according to the score (that depends on their price), are obtained by $\text{ans}_k(\mathcal{P}, q)$.

Finally, note that due to the scoring functions, it may happen that a finite number of steps is not sufficient to compute the minimal model. A well-known example is

$$r(x, s) \leftarrow r(x, s_1) \land s = (s_1 + 1)/2,$$

$$r(a, 0).$$

It is not difficult to see that $\mathcal{P} \models r(a, 1)$ holds, which is attained after $\omega T_P$ iterations only. To always guarantee the termination of a program, we will assume that the score has a fixed precision, i.e. the score $s$ has always to belong to a fixed and finite set $\{0, 1/n, 2/n, \ldots, (n-1)/n, 1\}$ for a natural number $n$, e.g. $n = 100$. Rounding of the score is done in the usual way, e.g. for $n = 100$, 0.374 becomes 0.37, while 0.375 becomes 0.38. Decidability of the top-k retrieval problem is guaranteed as $\mathcal{P}^*$ is finite and the complexity of this problem is exponential in combined complexity (w.r.t. the size of $\mathcal{P}$) and polynomial in data complexity (w.r.t. the size of $\mathcal{P}_{E}$) [8], where we assume that the scoring functions have constant cost.

3. Matchmaking requirements

In the rest of the paper, examples refer to an automobile marketplace; we motivate our work in this domain, without loss of generality. An automobile P2P e-marketplace supporting users during the bargaining process has to represent features such as e.g. look, comfort, optional, model as well as numerical features, such as price, warranty or delivery time. In fact, based on these features both the buyer is able to formulate her request and the seller to describe the good to be sold. On the other hand, they can express different preferences on several features, i.e. a buyer can specify conditional preferences, such as

1. if the car is a sports one, then the fuel type has to be gasoline;
   or she can state that she prefers
2. a cheap car, yet if the car is provided with a GPS system she is ready to pay up to 17,000€;
   or the seller can offer
3. a sedan with 4 year warranty or 120,000 km warranty.

Looking at the above examples, we observe that constraints can involve only numerical features (#3), or non-numerical ones (#1), as well as both of them (#2). Furthermore, we notice that the buyer’s requests (#1 and #2) can be split into two different parts. In fact, the buyer expresses as a hard requirement that if the car is a sports one then the fuel type has to be gasoline and as a preference, a soft constraint, that she is willing to buy a cheap car but that she could spend some more if the car is equipped with a GPS system. Of course, the same can be stated for a seller’s supply (Sedan can be a hard constraint, while warranty can be specified as soft).
**Hard/soft constraints**: In a typical e-marketplace scenario, the issues within both the buyer’s request and the seller’s offer can hence be split into **strict requirements** and **preferences**. Strict requirements represent what the buyer and the seller want necessarily to be satisfied in order to accept an agreement—in our framework we call strict requirements **hard constraints**. Preferences denote issues they are willing to negotiate on—this is what we call **soft constraints**. Hence, the matchmaker has to be able to handle both hard and soft specifications of both the buyer and the seller. Let us now introduce an example request, we will use to explain some aspects of our approach:

**Example 1.** Suppose to have a buyer’s request like “I want a black or grey station wagon. Preferably I would like to pay less than 14, 000€ furthermore I’m willing to pay up to 17, 000€ if the warranty is greater or equal than 100,000 km. (I do not want to pay more than 19, 000€ and I don’t want a car with a warranty less than 60,000 km)”.

In this example we identify:

- **Hard constraints** = \{**Body Type**: Station wagon. **Color**: Black or Grey. **Price**: ≤ 19, 000€. **Warranty**: ≥ 60, 000 km\}.
- **Soft constraints** = \{**Price**: ≤ 14, 000€. **Warranty-Price**: if Warranty ≥ 100, 000 km then Price ≤ 17, 000€\}.

### 3.1. Preferences and utilities

In a matchmaking process, retrieving supplies matching the request taking into account only **hard constraints** would be trivial. Instead, given a request and a set of retrieved supplies, the matchmaker should find—and rank—the most suitable or promising matches to propose to both parties, by exploiting **soft constraints** expressed both by the buyer and the seller.

Then, among the supplies completely satisfying all the requirements modeled in **hard constraints**, the top-ranked ones will be those best satisfying features expressed in the **soft constraints** proposed both by the buyer and the seller.

For what concerns **soft constraints**, we observe that the buyer’s and seller’s satisfaction degree, with respect to a final agreement, depends on which parts of her preference specifications have been satisfied. For instance, w.r.t. Example 1 suppose to have the following two supplies:

- $\sigma'$ : **Body Type**: Station wagon. **Color**: Grey. **Price**: 16, 000€. **Warranty**: 200,000 km.
- $\sigma''$ : **Body Type**: Station wagon. **Color**: Black. **Price**: 13, 000€. **Warranty**: 50,000 km.

Comparing these supplies with buyer’s **soft constraints** we note that $\sigma'$ satisfies the preference $\beta_2 = \{**Warranty-Price** : if Warranty ≥ 100, 000 km then Price ≤ 17, 000€\}$, while $\sigma''$ the preference $\beta_1 = \{**Price** : ≤ 14, 000€\}$. How to evaluate the best one? We expect the buyer to assign a positive utility value representing the preference relevance to sub-parts of **soft constraints**. In this case we assume utility values—call them $u(\beta_1)$ and $u(\beta_2)$—both for $\beta_1$ and $\beta_2$. It is not in the scope of this paper to investigate on how to compute $u(\beta_1)$ and $u(\beta_2)$; we might assume, without loss of generality, they are determined in advance by means of either direct assignment methods (ordering, simple assessing or ratio comparison) or pairwise comparison methods (like AHP and geometric mean) [29].

Actually, the same holds from the seller’s perspective. In fact, in a P2P e-marketplace the seller may express his preferences—**soft constraints** e.g. on selling price, warranty, delivery time—with corresponding utilities $u(\sigma_j)$, as well as his **hard constraints** (e.g. color, model, engine fuel, etc.).

The only constraint on utility values is that both seller’s and buyer’s ones are normalized to 1 to eliminate outliers, and make them comparable [18]:

\[
\sum u(\beta_i) = 1, \quad (2)
\]

\[
\sum u(\sigma_j) = 1. \quad (3)
\]

---

1 For the sake of simplicity in this section we consider supplies where **soft constraints** are not specified.
3.2. Utility functions

As pointed out so far, both buyer and seller may express some preferences (soft constraints) on features, or their combination. In Section 3.1 we also stated that usually a buyer sets a utility value $u(\beta_i)$ for each of the preferences $\beta_i$ she expresses—the same can be stated if also the seller expresses preferences $\sigma_j$ with practically no change. Usually the utility function is defined considering user preferences and allowing to assess a user’s interest in an item, or a bundle of them [18]. Since we assume utilities on preferences as additive, here we can write the global utility of the buyer $u_\beta$ and of the seller $u_\sigma$ as just a sum of the utilities of preferences satisfied in the match. If we are able, for each preference $\beta_i$ of the buyer and $\sigma_j$ of the seller, to evaluate a score $s_i$ and $s_j$ representing a degree of preference satisfaction, then it is reasonable to think that the global utility has to take into account also this information. Hence, in formulas, we write the two utility functions as:

$$u_\beta = \sum \{s_i * u(\beta_i) | \beta_i \text{ is satisfied in the final agreement}\},$$

(4)

$$u_\sigma = \sum \{s_j * u(\sigma_j) | \sigma_j \text{ is satisfied in the final agreement}\}.$$

(5)

3.3. Reservation values

From Example 1, we note that while considering numerical features, it is still possible to express hard and soft constraints on them. A hard constraint on a numerical feature can be considered as a reservation value [30] on the feature itself. In Example 1 the buyer expresses two reservation values, the one on price “more than 19,000€”, the other on warranty “less than 60,000km”. Both buyer and seller have their own reservation values on each feature involved in the negotiation process. It is the maximum (or minimum) value in the range of possible feature values to reach an agreement, e.g. the maximum price the buyer wants to pay for a car or the minimum warranty required, as well as, from the seller’s perspective, the minimum price he will accept to sell the car or the minimum delivery time. Usually the reservation value is private information: each part knows its own reservation value and ignores the opponent’s one. Keeping the price example, let us suppose that the maximum price the buyer is willing to pay is 19,000, while the seller minimum allowable price is 12,000, then we can set the two reservation values: $r_{\beta, \text{price}} = 19,000$ and $r_{\sigma, \text{price}} = 12,000$, so the agreement price will be in the interval [12,000 ... 19,000]. Otherwise if $r_{\beta, \text{price}} \leq r_{\sigma, \text{price}}$ no agreement will be possible and the supply will not be retrieved. As private information the reservation value is not revealed to the other party, but will be taken into account by the matchmaker retrieving the most promising supplies. Since setting a reservation value on a numerical feature is equivalent to set a hard constraint, then, once the buyer and the seller express their hard constraints, reservation values have to be added to them (see Example 1).

3.4. The matchmaking process

In this section, based on the notions of preferences, utility, and reservation values introduced so far, we begin outlining the actual matchmaking process. We start describing the seller’s advertisement publication within the marketplace; then we continue following the buyer formulating her request; we close outlining the retrieval of most promising matches, i.e. the matchmaking process itself, which will be detailed next.

(1) Every time a seller enters the marketplace, he proposes his supply expressing both hard constraints and soft constraints (preferences). Then, he sets his reservation value $r_{\sigma, f}$ on each numerical feature $f$. Eventually, for each preference $\sigma_j$ (if any) he expresses the corresponding utility $u(\sigma_j)$.

(2) Similarly to the seller, once the buyer enters the marketplace, she formulates her request defining hard constraints and preferences. After she sets a numerical value $r_{\beta, f}$ as her own reservation value on each $f$, she sets the utility $u(\beta_i)$ on each preference $\beta_i$.

(3) Based on buyer’s and seller’s specifications, the matchmaker returns a ranked list of supplies such that: (a) they satisfy both the hard constraints in the request and conversely their hard constraints are satisfied by the request; (b) the rank is evaluated taking into account preferences and utility functions $u_\beta$ and $u_\sigma$ as defined by Eqs. (4) and (5).
In a P2P e-marketplace, usually the aim is to find matches maximizing not only the buyer’s satisfaction or the seller’s one, but trying to make them equally satisfied. So the matchmaker has to propose matches mutually beneficial for both of them. Such matches are computed considering the higher values of the product $u_B \ast u_\sigma$ [26].

4. Representation of fuzzy requirements

Marketplaces are typical scenarios where the notion of fuzziness is often involved. The concept of Cheap or Expensive is quite usual. Similarly, numerical variables involved in a commercial transaction expose a fuzzy behavior. For instance, suppose to have a buyer looking for a car provided with a warranty greater than 100,000 km and a supplier selling his car with a 80,000 km warranty. We cannot say they do not match at all. Instead we can say they match with a certain degree. A logical language able to deal with fuzzy information would be then a good choice to model matchmaking.

To represent buyer/seller requirements in a Top-k-Datalog setting, hereafter we use the following notation:

$$
\text{hard constraints} = \left\{ \begin{array}{l}
\beta(x, y) \text{ or } \beta(x) \quad \text{buyer’s strict requirements}, \\
\sigma(x, y) \text{ or } \sigma(x) \quad \text{seller’s strict requirements}, 
\end{array} \right.
$$

$$
\text{soft constraints} = \left\{ \begin{array}{l}
\beta_i(x, y, s) \text{ or } \beta_i(x, s) \quad \text{buyer’s preferences}, \\
\sigma_j(x, y, s) \text{ or } \sigma_j(x, s) \quad \text{seller’s preferences}, 
\end{array} \right.
$$

where $x$ is a single variable, $y$ (if present) is a vector of variables and $s$ represents the score variable as defined in Section 2.2. Here we consider fuzzy predicates only in soft constraints, while we do not allow them in hard constraints. In fact, because of the nature of fuzzy predicates they can suitably model preferences, while they are inadequate to model hard constraints. Moreover, since a score is associated to each fuzzy predicate, we can compute the global utility based on the two utility functions (4) and (5) in Section 3.2.

The two predicates $\sigma$ and $\beta$ model the minimal requirements the buyer and the seller want to be satisfied in order to accept an agreement. Notice that, if seller and buyer set hard constraints in conflict with each other, the corresponding supply will not be retrieved and no agreement will be reached. Soft constraints are modeled via Datalog predicates $\beta_i$ for the buyer and $\sigma_j$ for the seller, where each of them represents a sub-part of the buyer/seller preferences.

The use of $x$, $y$ and $s$ should be clearer looking at how the buyer’s request in Example 1 is formalized:

$$
\beta_A(x) \leftarrow \text{StationWagon}(x),
$$
$$
\beta_B(x, p) \leftarrow \text{CarPrice}(x, p) \land (0 \leq p \leq 19,000),
$$
$$
\beta_C(x, kmw) \leftarrow \text{KmWarranty}(x, kmw) \land (kmw \geq 60,000),
$$
$$
\beta_D(x) \leftarrow \text{Grey}(x),
$$
$$
\beta_P(x) \leftarrow \text{Black}(x),
$$
$$
\beta(x, p, kmw) \leftarrow \beta_A(x) \land \beta_B(x, p) \land \beta_C(x, kmw) \land \beta_D(x),
$$
$$
\beta_1(x, p, s) \leftarrow \text{CarPrice}(x, p) \land \text{LS}(0, 100, 000, 14, 000, 16, 000, p, s),
$$
$$
\beta_2(x, kmw, s) \leftarrow \text{KmWarranty}(x, kmw) \land \text{CarPrice}(x, p) \land RS(0, 400, 000, 80, 000, 100, 000, kmw, s_1) \land \text{LS}(0, 100, 000, 17, 000, 19, 000, p, s_2) \land s = \max(1 - s_1, s_2).
$$

With respect to the previous encoding we notice that:

1. both in $\beta$ and in $\beta_2$ we have $y = (p, kmw)$ while in $\beta_1$ there is $y = (p)$;
2. defining $\beta_1$ and $\beta_2$ here we use two different $L$-functions to specify membership degrees for the variable $p$;
3. looking at price and the corresponding variable $p$ we note the Datalog encoding of a requirement changes whether it is a soft or a hard constraint—a simple inequality in $\beta_B$, an $L$-function in $\beta_2$;
4. reservation values, both on price and on kilometers warranty, are encoded within strict requirements—as $\beta_B$ for price and $\beta_C$ for km warranty.
5. Fuzzy matchmaking in Top-k-Datalog

Now we have all what is needed to model the matchmaking framework in a Top-k-Datalog setting. First of all we show how to write the corresponding Top-k-Datalog program \( P_{\text{match}} = (P_1, P_E) \).

(1) for each supply write the corresponding Datalog fact and add it to the EDB \( P_E \) as shown in Section 2.1;
(2) encode buyer’s hard constraints requirements as a Datalog rule where the head contains the predicate \( \beta(x, y) \) as shown in Section 4; add the rule to the IDB \( P_1 \);
(3) encode seller’s hard constraints requirements as a Datalog rule where the head contains the predicate \( \sigma(x, y) \); add the rule to \( P_1 \);
(4) for each buyer’s preference \( \beta_i \), write the corresponding rule in Top-k-Datalog where the head contains the predicate \( \beta_i(x, y, s) \) as shown in Section 4; add the rule to \( P_1 \); set the utility value \( u(\beta_i) \) as shown in Section 3.1;
(5) for each seller’s preference \( \sigma_j \), write the corresponding rule in Top-k-Datalog where the head contains the predicate \( \sigma_j(x, y, s) \) as shown in Section 4; add the rule to \( P_1 \); set the utility value \( u(\sigma_j) \) as shown in Section 3.1;
(6) add to \( P_1 \) the rules:

\[
\begin{align*}
\text{Buyer}(x, y, u_\beta) & \leftarrow \beta(x, y_0) \land \beta_1(x, y_1, s_1) \land \beta_2(x, y_2, s_2) \land \cdots \land u_\beta = u(\beta_1) \star s_1 + u(\beta_2) \star s_2 + \cdots \quad (6) \\
\text{Seller}(x, y, u_\sigma) & \leftarrow \sigma(x, y_0) \land \sigma_1(x, y_1, s_1) \land \sigma_2(x, y_2, s_2) \land \cdots \land u_\sigma = u(\sigma_1) \star s_1 + u(\sigma_2) \star s_2 + \cdots \quad (7)
\end{align*}
\]

where for each variable in \( y \) in the head of one of the two previous rules, the same variable occurs in at least one of the vectors of the corresponding body: \( y_0, y_1, y_2, \ldots \);

(7) add to \( P_1 \) the rule:

\[
\begin{align*}
\text{Match}(x, y, u) & \leftarrow \text{Buyer}(x, y_\beta, u_\beta) \land \text{Seller}(x, y_\sigma, u_\sigma) \land u = u_\beta \star u_\sigma, \quad (8)
\end{align*}
\]

where for each variable in \( y \) in the head of the rule, the same variable occurs in \( y_\beta \) or \( y_\sigma \)

Once we have the Top-k-Datalog program \( P_{\text{match}} \), then we solve the following Top-k retrieval problem:

\[
\text{ans}_k(P_{\text{match}}, \text{Match}) = \text{Top}_k\{(x, y, u) | (y, u) \in \text{Top}_1\{(x, y', u') | P \models \text{Match}(x, y', u')\}\}.
\]

Basically, for each key value \( x \) of the database, we compute the best matching \( (y, u) \) for it, i.e. \( (y, u) \in \text{Top}_1\{(x, y', u') | P \models \text{Match}(x, y', u')\} \), and then rank the top-k key values.

Notice that the rank is computed considering the product of buyer’s and seller’s utilities as stated at the end of Section 3.4.

We point out that in the above definition we used nested top-k, top-1 computation. The reason is that for an item \( x \) there may be different values for the parameters \( y \), for which there is a non-zero utility \( u \) (e.g. for a car, the price, km_warranty, delivery_time, etc. may be parameters and potentially lead to several optimal configurations). With the nested top-k formulation, we have chosen that we present for each \( x \), an optimal configuration of the parameters \( y \) (the top-1 part). This will avoid that e.g. for the same car, several other options are presented in the top-k list. Of course, this choice can trivially be modified to a simple top-k definition \( \text{Top}_k\{(x, y, u) | P \models \text{Match}(x, y, u)\} \) or even a nested top-k, top-n definition (for each \( x \) consider the top-n options for it) of the form \( \text{Top}_k\{(x, y, u) | (y, u) \in \text{Top}_n\{(x, y', u') | P \models \text{Match}(x, y', u')\}\} \).

6. Rules for e-marketplaces classification

Item classification is a very useful tool for P2P marketplaces. Looking at the most famous on-line e-marketplaces e.g. Google Base (Fig. 2a), Autos.com (Fig. 2b), eBay (Fig. 2c) we note that they all expose a personal classification to guide the user during the search process. The search can be performed based exclusively on a classification hierarchy or mixed with either a keyword based or feature value-based search.

In this section we show that e-marketplace categorization trees can be formalized as Top-k-Datalog rules. By adding these rules to the program \( P_{\text{match}} \) it will then be possible to compute the final agreement taking into account this background domain knowledge. In order to show the approach we start with an example taken from Autos.com. Here we find that Mazda 3 is produced by Mazda and is classified as Compact Cars. Furthermore Autos.com classifies
Table 1

The CarTable relation with a sample set of offers

<table>
<thead>
<tr>
<th>ID</th>
<th>Model</th>
<th>Year</th>
<th>Price</th>
<th>Discount (%)</th>
<th>Km</th>
<th>Color</th>
<th>Airbag</th>
<th>Interior type</th>
<th>Air cond.</th>
<th>Engine fuel</th>
</tr>
</thead>
<tbody>
<tr>
<td>455</td>
<td>MAZDA 3</td>
<td>2004</td>
<td>15,000</td>
<td>10</td>
<td>18,000</td>
<td>Red</td>
<td>0</td>
<td>VelvetSeats</td>
<td>1</td>
<td>Gasoline</td>
</tr>
<tr>
<td>34</td>
<td>ALFA 156</td>
<td>2002</td>
<td>12,000</td>
<td>20</td>
<td>25,000</td>
<td>Black</td>
<td>1</td>
<td>LeatherSeats</td>
<td>0</td>
<td>Diesel</td>
</tr>
<tr>
<td>1812</td>
<td>FORD FOCUS</td>
<td>2001</td>
<td>13,000</td>
<td>20</td>
<td>20,000</td>
<td>Gray</td>
<td>1</td>
<td>LeatherSeats</td>
<td>1</td>
<td>Gasoline</td>
</tr>
</tbody>
</table>

Compact Cars as Passenger Cars (see Fig. 2b). With respect to the schema of the example database table sketched in Table 1, we write the Top-k-Datalog rules:

\[
\text{Car}(x) \leftarrow \text{PassengerCar}(x),
\]

\[
\text{PassengerCar}(x) \leftarrow \text{CompactCar}(x),
\]

\[
\text{CompactCar}(ID) \leftarrow \text{CarTable}(ID, \text{MODEL}, \text{YEAR}, \text{PRICE}, \ldots) \land \text{MODEL} = \text{“Mazda 3”},
\]

\[
\text{Mazda}(ID) \leftarrow \text{CarTable}(ID, \text{MODEL}, \text{YEAR}, \text{PRICE}, \ldots) \land \text{MODEL} = \text{“Mazda 3”}.
\]

Also notice that within the same Top-k-Datalog program you can also add category information from different marketplaces. For example Mazda 3 is classified by Google Base Vehicles and eBay Motors as a sedan. Hence, to model also these classifications we add to the Top-k-Datalog program the rule:

\[
\text{Sedan}(ID) \leftarrow \text{CarTable}(ID, \text{MODEL}, \text{YEAR}, \text{PRICE}, \ldots) \land \text{MODEL} = \text{“Mazda 3”}.
\]
Fig. 3. A part of the Top-k-Datalog program $P_{\text{match}}$ used in the example, representing the knowledge domain.

6.1. An illustrative example

Let us present a tiny example in order to better clarify the approach. In Table 1 some possible offers stored in an e-marketplace database are presented. We call $\text{CarTable}$ the relation representing Table 1.

Based both on these information and some specific domain knowledge, we write the corresponding Top-k-Datalog program $P_{\text{match}}$ as explained in Sections 5 and 6. In Fig 3 facts in the EDB $P_E$ represent the three tuples in Table 1.

Now, suppose to have the following buyer’s request:

**Hard constraint:**

$\beta = \text{I want a sedan or a station wagon. I don’t want to pay more than 13,000€.}$

**Soft constraint:**

$\beta_1 = \text{I would like air conditioning if the car has leather seats.}$
$\beta_2 = \text{Preferably I would like to pay less than 11,000€.}$
$\beta_3 = \text{The car should have less than 15,000 km.}$
Preferences utilities:

\[ u(\beta_1) = 0.05, \]
\[ u(\beta_2) = 0.5, \]
\[ u(\beta_3) = 0.45. \]

Then we add to the Top-k-Datalog program \( P_{\text{match}} \) the rules:

\[
\beta_A(x) \leftarrow \text{Sedan}(x),
\]
\[
\beta_A(x) \leftarrow \text{StationWagon}(x),
\]
\[
\beta_B(x, p) \leftarrow \text{CarPrice}(x, p) \land (0 \leq p \leq 13,000),
\]
\[
\beta(x, p) \leftarrow \beta_A(x) \land \beta_B(x, p),
\]
\[
\beta_1(x, 1) \leftarrow \text{NoLeatherSeats}(x),
\]
\[
\beta_1(x, 1) \leftarrow \text{LeatherSeats}(x) \land \text{AirConditioning}(x),
\]
\[
\beta_1(x, 0) \leftarrow \text{LeatherSeats}(x) \land \text{NoAirConditioning}(x),
\]
\[
\beta_2(x, p, s) \leftarrow \text{CarPrice}(x, p) \land \text{LS}(0, 100, 000, 11, 000, 13, 000, p, s),
\]
\[
\beta_2(x, s) \leftarrow \text{Kilometers}(x, k) \land \text{LS}(0, 400, 000, 15, 000, 20, 000, k, s),
\]
\[
\text{Buyer}(x, p, u_\beta) \leftarrow \beta(x, p) \land \beta_1(x, s_1) \land \beta_2(x, p, s_2) \land \beta_3(x, s_3)
\]
\[\land u_\beta = 0.05 \cdot s_1 + 0.5 \cdot s_2 + 0.45 \cdot s_3.\] (18)

Since we are in a P2P e-marketplace, also the seller can express hard and soft constraints. Looking at the information modeled in Table 1 we see that a soft constraint is expressed on price: the seller prefers to sell the car at the catalogue price, furthermore he may apply a discount. In this case also a reservation value is set; in fact, he does not want to go down such defined discount (hard constraint).

Seller’s requirements are then encoded in \( P_{\text{match}} \) as

\[
\sigma(x, p) \leftarrow \text{CarPrice}(x, p), \text{CataloguePrice}(x, \text{catP}) \land \text{MinimalPrice}(x, \text{minP}) \land (\text{minP} \leq p \leq \text{catP}),
\]
\[\sigma_1(x, p, s) \leftarrow \text{CarPrice}(x, p) \land \text{CataloguePrice}(x, \text{catP}) \land \text{MinimalPrice}(x, \text{minP}) \land (\text{minP} \leq p \leq \text{catP})
\]
\[\land \text{RS}(0, 100, 000, \text{minP}, \text{catP}, p, s),\]
\[\text{Seller}(x, p, u_\sigma) \leftarrow \sigma(x, p) \land \sigma_1(x, p, s_1) \land u_\sigma = s_1.\]

Notice that, in this particular case, the specification of \( u(\sigma_1) \) is not required because of Eq. (3).

According to the encoding in Section 5 the last rule to be added to \( P_{\text{match}} \) is the one related to the predicate \( \text{Match} \).

\[
\text{Match}(x, p, u) \leftarrow \text{Buyer}(x, p, u_\beta) \land \text{Seller}(x, p, u_\sigma) \land u = u_\beta \cdot u_\sigma.
\]

Solving a top-3 retrieval problem with respect to \( P_{\text{match}} \) defined in this example, the ranked list of matches is:

<table>
<thead>
<tr>
<th>x</th>
<th>p</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>11,300</td>
<td>0.30</td>
</tr>
<tr>
<td>1812</td>
<td>11,800</td>
<td>0.19</td>
</tr>
</tbody>
</table>

corresponding to ALFA 156 and FORD FOCUS. Notice that, even if we solved a top-3 retrieval problem, we retrieve only two tuples. MAZDA 3 is not in the result set because of the conflict between seller’s and buyer’s hard constraints on price.

7. A general marketplace

We now extend the previous approach to a more realistic case, in which many buyers and many sellers operate in the same marketplace. We assume that each buyer and each seller has a unique identifier, generically denoted by \( \#b_a, \#s_c \),
respectively. $P_E$ contains two more tables, recording buyers and sellers data, and $\#_2, \#_3$ are the values of the primary key of each table. Moreover, $\#_2$ is also added as the value of a foreign key for the products table (in the Database jargon, tables for products and sellers have a many–one relation). Moreover, each buyer has its own utility values $u_{\#_1}$, and the same for sellers ($u_{\#_2}$). We restate Steps (1)–(7) of Section 5, pointing out the additions by extending the example, supposing now two buyers ($\#_1$, $\#_2$) and two sellers ($\#_3$, $\#_4$).

(1) for each pair $\langle \#_2, \text{supply} \rangle$ write the corresponding Datalog fact and add it to the EDB $P_E$; the preceding Table 1, once normalized, becomes the following one (2). Of course, we assume that the CarTable predicate has now 12 arguments, and that all clauses involving it are adjusted accordingly Table 2.

(2) for each buyer $\#_2$, encode its hard constraints as a Datalog rule where the head contains the predicate $\beta(\#_2, x, p)$; add the rule to the IDB $P_I$. Note that the first argument $\#_2$ is a constant in the rule head; it reifies a relation $\beta_{\#_2}$. Supposing that the example in Section 6.1 referred to Buyer $\#_1$, the hard constraint (12) becomes

$$\beta(\#_1, x, p) \leftarrow \beta_A(x) \land \beta_B(x, p).$$

Note that $\beta_A(x)$ and $\beta_B(x, p)$ are not affected by this extension; in fact, they represent constraints that could be used by other buyers too, as in

$$\beta(\#_2, x, p) \leftarrow \beta_A(x) \land \beta_C(x, p)$$

expressing for Buyer $\#_2$ the same car type constraint as for Buyer $\#_1$, but a different constraint regarding its maximum price.

(3) for each seller $\#_3$, encode its hard constraints as a Datalog rule where the head contains the predicate $\sigma(\#_3, x, y)$; add the rule to $P_I$; supposing that the hard constraints (19) of the previous section referred to Seller $\#_3$, they would now be expressed as

$$\sigma(\#_3, x, p) \leftarrow \text{CarPrice}(x, p), \text{CataloguePrice}(x, catP) \land \text{MinimalPrice}(x, minP) \land (\text{minP} \leq p \leq \text{catP})$$

and similarly for Seller $\#_4$.

(4) for each buyer $\#_2$, and each buyer’s preference $\beta_i$, write the corresponding rule in Top-k-Datalog where the head contains the predicate $\beta_i(\#_2, x, y, s)$; add the rule to $P_I$; set the utility value $u_{\#_2}(\beta_i)$ as shown in Section 3.1; continuing to modify the previous example, preferences (14) and (17) for Buyer $\#_1$ could be modified as follows:

$$\beta_1(\#_1, x, 1) \leftarrow \text{LeatherSeats}(x) \land \text{AirConditioning}(x),$$

$$\beta_3(\#_1, x, s) \leftarrow \text{Kilometers}(x, k) \land \text{LS}(0, 400, 000, 15, 000, 20, 000, k, s)$$

while each utility value $u_{\#_1}(\beta_1) = 0.05$, $u_{\#_1}(\beta_2) = 0.5$, $u_{\#_1}(\beta_3) = 0.45$ is now specific for Buyer $\#_1$, and Buyer $\#_2$ has its own utilities, e.g. $u_{\#_2}(\beta_1) = 0.3$, $u_{\#_2}(\beta_2) = 0.7$.

(5) for each seller $\#_3$, and each seller’s preference $\sigma_j$, write the corresponding rule in Top-k-Datalog where the head contains the predicate $\sigma_j(\#_3, x, y, s)$; add the rule to $P_I$; set the utility value $u_{\#_3}(\sigma_j)$ as shown in Section 3.1. For example, Rule (20) would be rewritten by substituting its head with $\sigma_1(\#_3, x, p, s)$.

(6) for each buyer $\#_2$, and each seller $\#_3$, add to $P_I$ the rules:

$$\text{Buyer}(\#_2, x, y, u_\beta) \leftarrow \beta(\#_2, x, y_0) \land \beta_1(\#_2, x, y_1, s_1) \land \beta_2(\#_2, x, y_2, s_2)$$

$$\land \cdots \land u_\beta = u_{\#_2}(\beta_1) \ast s_1 + u_{\#_2}(\beta_2) \ast s_2 + \cdots,$$

$$\tag{22}$$

$^2$ Although we could introduce a new relation (ID,SELLER#), we prefer to add a field in CarTable to skip a join in the intensional program.
\[\text{Seller}(\#_2, x, y, u_\sigma) \leftarrow \sigma(\#_2, x, y_0) \land \sigma_1(\#_2, x, y_1, s_1) \land \sigma_2(\#_2, x, y_2, s_2) \land \cdots \land u_\sigma = u_{\#_2}(\sigma_1) \ast s_1 + u_{\#_2}(\sigma_2) \ast s_2 + \cdots, \tag{23}\]

where for each variable in \( y \), the same variable occurs in at least one of \( y_0, y_1, y_2, \ldots \) (observe that these rules must be written separately for each buyer and seller, since each actor has its own predicates \( \beta, \sigma \), and values \( u_{\#_2}, u_{\#_2} \); on the other hand, there is just one predicate \( \text{Buyer} \) and one predicate \( \text{Seller} \)). For the running example, we would have

\[\text{Buyer}(\#_1, x, p, u_\beta) \leftarrow \beta(\#_1, x, p) \land \beta_1(\#_1, x, s_1) \land \beta_2(\#_1, x, s_2) \land \beta_3(\#_1, x, s_3) \land u_\beta = 0.05 \ast s_1 + 0.5 \ast s_2 + 0.45 \ast s_3,\]

\[\text{Buyer}(\#_2, x, p, u_\beta) \leftarrow \beta(\#_2, x, p) \land \cdots \land u_\beta = 0.3 \ast s_1 + 0.7 \ast s_2\]

and similarly for the predicate \( \text{Seller}() \).

(7) Finally, add to \( \mathcal{P}_3 \) the rule:

\[\text{Match}(b, v, x, y, u) \leftarrow \text{Buyer}(b, x, y_\beta, u_\beta) \land \text{Seller}(v, x, y_\sigma, u_\sigma) \land u = u_\beta \ast u_\sigma, \tag{24}\]

where for each variable in \( y \), the same variable occurs in \( y_\beta \) or \( y_\sigma \). Observe that \( b \) and \( u \) are variables, that can unify only with a buyer and a seller, respectively, due to the new definitions (22)–(23) of \( \text{Buyer} \) and \( \text{Seller} \).

Now we can have two matchmaking services in the marketplace. The first one is for a specific buyer \( \#_b \), that is searching the \( k \) best sellers of a kind of product, according to its own preferences:

\[B_{\_ans_k}(\mathcal{P}_{\text{match}}, \text{Match}) = \text{Top}_k\{\langle v, x, y, u \rangle | \langle y, u \rangle \in \text{Top}_1\{\langle v, x, y', u' \rangle | \mathcal{P} = \text{Match}(\#_b, v, x, y', u')\}\}.\]

The second matchmaking service is for a given seller \( \#_s \), who is adopting a push marketing strategy, searching for the \( k \) most promising buyers for her products:

\[S_{\_ans_k}(\mathcal{P}_{\text{match}}, \text{Match}) = \text{Top}_k\{\langle b, x, y, u \rangle | \langle y, u \rangle \in \text{Top}_1\{\langle b, x, y', u' \rangle | \mathcal{P} = \text{Match}(b, \#_s, x, y', u')\}\}.\]

7.1. Discussion

Having outlined our approach, we briefly discuss here some of its benefits and current limits. First, we estimate the scalability of our approach as the size of the e-marketplace grows. We note that both the size of \( \mathcal{P}_1 \) and \( \mathcal{P}_E \) grows linearly in the number of buyers and sellers that enter the marketplace. This could seem a drawback, since the computational cost of the evaluation of a query \( B_{\_ans_k}, S_{\_ans_k} \) depends linearly on the size of \( \mathcal{P}_1 \), and we expect the number of buyers and sellers to be quite large in a real application. However, the depth of the program \( \text{Match} \) is bounded by the depth of the predicates about preferences, which we expect, based on evaluation, to be a small constant (see also the examples presented in this paper). Hence, by standard Database optimization techniques working bottom-up, we can expect the cost of evaluating \( B_{\_ans_k}, S_{\_ans_k} \) to be only a small fraction of the total number of products in the marketplace.

Second, we trace some boundaries about the applicability of this methodology to different scenarios. Observe that our approach is strictly related to marketplaces regarding goods to be sold, since we need a relation about product characteristics, with a foreign key for the seller. We could not easily represent characteristics of the buyer, e.g. if the seller prefers buyers who never went bankrupt, or who live in the same city as the seller. Hence, our approach would not fit well to barter marketplaces, or, for instance, to dating services, since we would need two relations about characteristics of each actor.

8. Related work

Motivated by the information overload, which keeps growing with the Web’s widespread use, the problem of matchmaking has been investigated under different perspectives and many approaches have been proposed. Obviously, issues arise when we are not dealing with trivial perfect matches. In fact, if a perfect match is not available, worse alternatives

\[\text{We use } v \text{ for vendor—instead of } s \text{ for seller—since } s \text{ has already been used for scores.}\]
may be accepted or a compromise may be negotiated [15], and finding best ones among possible alternatives is at the core of a matchmaking procedure. An initial approach to matchmaking can be dated back to vague query answering [25] where the need to go beyond pure relational databases was addressed using weights attributed to several search variables. More recently similar approaches have been proposed extending SQL with “preference” clauses, in order to allow relaxed queries in structured databases [15]. Preferences are modeled there as strict partial orders, still only buyer’s preferences are taken into account while retrieving supplies. Final results are computed based on the “requester specification” only; no agreement is proposed as a result of the query process. Besides, being the approach grounded in a relational model, it seems tricky to model some background domain knowledge. Classified-ads matchmaking, at a syntactic level, was proposed in [31] to matchmake semi-structured descriptions advertising computational resources in a fashion anticipating grid resources brokering. Matchmaking was used in SIMS [3] to dynamically integrate queries; the approach used LOOM as description language. LOOM has also been used in the subsumption matching addressed in [13]. InfoSleuth [16], a system for discovery and integration of information, included an agent matchmaker, which adopted KIF and the deductive database language LDL++. Constraint-based approaches to matchmaking have been proposed and implemented in several systems, e.g. [28,17,24]. Due to the growing interest in the Semantic Web initiative many approaches to matchmaking have been proposed in the framework of DAML+OIL, OWL and their grounding logical languages in particular description logics (DL). Matchmaking as satisfiability of concept conjunction in DL was first proposed in [14,11]. In the framework of Retsina multiagent infrastructure [38], a specific language was defined for agent advertisement, and a matchmaking engine was developed [39,27], which carries out the process on five possible match levels. Di Noia [10] proposed algorithms to classify and semantically rank matches within classes, along with properties that a matchmaker should have in a DL-based framework. An initial DL-based approach, adopting penalty functions ranking, has been proposed in [4], in the framework of dating systems. An extended matchmaking approach, with negotiable and strict constraints in a DL framework has been proposed in [7], using both concept contraction and concept abduction. The formalization of concept contraction and concept abduction as non-monotonic tasks for semantic matchmaking have been presented in [9]. The need to work in someway with approximation and ranking in DL-based approaches to matchmaking has also recently led to adopting fuzzy-DLs, as in sMART [2] or hybrid approaches, as in the OWLS-MX matchmaker [19]. sMART is a semantic matchmaking portal, based on fuzzy-DLs, able to deal with approximation in the requests description—fuzzy request—handled by crisp DL-reasoners. Nevertheless in such approaches the matchmaking process is defined according to buyer’s perspective: ranking a set of promising offers according to buyer’s preferences. In our framework we model the matchmaking process in a P2P marketplace, taking into account not only the buyer’s preferences, but also the seller’s ones, finding the most promising agreements w.r.t. preferences of both. In [22] a language able to express conditional preferences is proposed to matchmake in DL based on strength values (weights) assigned to preferences. A ranking procedure is also proposed. The main aim of the approach is to retrieve a set of appealing available resources with respect to a request. Also in this case nothing is said on how to compute an agreement—as needed in P2P scenarios. Furthermore, the notion of fuzzy requirements is not addressed.

9. Conclusion

In this paper we presented a fuzzy matchmaking approach exploiting Datalog to find the most promising agreements in a P2P e-marketplace. More precisely, exploiting fuzzy rules we have been able to model soft constraints, and differently w.r.t. usual matchmaking approaches, by taking into account both buyer’s and seller’s preferences and utilities we are able to find most promising matches mutually beneficial for both peer entities. The actual P2P matchmaking process has been modeled as a Datalog program which is also able to consider background domain knowledge, while keeping the approach effective and scalable. While initial evaluations confirm the validity of the approach, the performance on large scale experiments are still ongoing on a prototypical platform implementing the whole proposed e-marketplace architecture. In future work, it might be interesting to explore the inclusion of non-monotonic negation into our framework, for which a top-k query answering procedure does not exist yet (while there are top-down algorithms for Normal Logic Programs managing vagueness [6,32–34]).
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