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Abstract

We present a top-\(k\) query answering procedure for Fuzzy Logic Programming, in which arbitrary computable functions may appear in the rule bodies to manipulate truth values. The top-\(k\) ranking problem, i.e. determining the top \(k\) answers to a query, becomes important as soon as the set of facts becomes quite large.
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1. Introduction

In this paper we address the problem of evaluating ranked top-\(k\) queries in a fuzzy logic programming framework. In classical logic programming, an answer to a query is a tuple \(c\) that satisfies a query \(q\), i.e. \(q(c)\) is true in the minimal model of the program. However, very often the information need of a user involves so-called fuzzy/vague relations. For instance, in a logic-based e-commerce process, we may ask “find a car costing around $15000” (see [65,66]); or in ontology-mediated access to multimedia information, we may ask “find images about cars, which are similar to a given one” (see e.g. [58,79]). Unlike the classical case, a tuple \(c\) satisfies now the query \(q\) to a degree or score (usually in [0,1]). That is, \(q(c)\) is not necessarily either true or false, but may be true to some degree. Therefore, in such cases, an answer to a query \(q\) is now a tuple \((c, s)\), where \(s\) is the score assigned to \(q(c)\) in the minimal model of the program. As a consequence, answers may now be ranked according to their score and we are likely interested in retrieving the top-\(k\) ranked answers only. This poses a new challenge when we have to deal with a huge amount of facts. Indeed, virtually every possible tuple may have a non-zero score. Of course, computing all these scores, ranking them, and then selecting the top-\(k\) ones is likely not feasible in practice as soon as the set of facts becomes quite large.

In this work, we address the top-\(k\) retrieval problem for a very expressive fuzzy variant of Datalog [82]. At the extensional level, each fact may have a score, while at the intensional level rules describe the domain of application. Queries are conjunctive queries. Furthermore, we allow arbitrary scoring functions (monotone, total and finite time computable functions) to score tuples.
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The top-\( k \) retrieval problem is a novel issue for (fuzzy) logic programming and only little work exist yet on the topic (see Section 5). The basic reasoning idea stems from the database literature (see e.g. [44]) and consists in retrieving iteratively query answers and contemporarily computing a threshold \( \delta \). The threshold \( \delta \) has the fundamental property that any newly retrieved tuple will have a score less or equal than \( \delta \). As a consequence, as soon as we have retrieved \( k \) tuples greater or equal to \( \delta \), we may stop.

We point out that closest to our work are [51,76]. Indeed, [76] addresses the top-\( k \) retrieval for general (recursive) fuzzy Logic Programms (LPs), while [51] slightly extends [76] as it tries to rely as much as possible on current top-\( k \) database technology. So, specifically, the contribution of this work is as follows:

- we recap the basic technique underlying our top-\( k \) retrieval method in fuzzy logic programming;
- more importantly, we introduce a novel threshold function. This threshold function is of fundamental importance.
- In fact, unfortunately both [51,76] illustrate incorrect algorithms in the sense that the top-\( k \) answers may not be the top-\( k \) ones. The reason is that in these works the computed threshold does not guarantee that any successively computed answer has score less or equal than the threshold. In this work, we correct this major flaw and show that the correction is non-trivial; and
- we also show that we can smoothly extend top-\( k \) query answering to the top-\( k-n \) problem. This latter problem has been shown to be fundamental in electronic Matchmaking [65,66], but the problem has been left unsolved so far.

We proceed as follows. In the next Section, we provide basic definitions about the language and the problems to solve. In Section 3 we address the top-\( k \) retrieval problem, while in Section 4 we address the top-\( k-n \) problem. Section 5 reviews related work, while Section 6 concludes and points to further issues. Eventually, in Appendix A we list some references related to logic programming, uncertainty and imprecision, while in Appendix B we sketch the computational complexity of our procedures.

2. Preliminaries

**Truth space:** To always guarantee termination of the procedures presented here, we will assume that the truth space is \( \mathcal{L} = \{ \bot, 0, 1/n, \ldots, (n-1)/n, 1 \} \), for some positive integer \( n \). We will use the symbol \( \bot \) to denote the truth “unknown” and extend the linear order \( \leq \) over rational numbers by postulating \( \bot < 0 \). The main idea is that a statement \( p(c) \), rather than being interpreted as either true or false, will be mapped into a truth value (or score) \( s \) in \( \mathcal{L} \) (examples of other truth spaces can be found in e.g. [18,41,71]). From a practical point of view the finiteness of \( \mathcal{L} \) is a limitation we can live with especially taking into account that computers have finite resources, and thus, only a finite set of truth degrees can be represented.

**Knowledge base:** A knowledge base \( \mathcal{K} = (\mathcal{F}, \mathcal{P}) \) consists of a facts component \( \mathcal{F} \) and an LP component \( \mathcal{P} \), which are both defined below.

**Facts component:** \( \mathcal{F} \) is a finite set of expressions of the form

\[
\langle p(c_1, \ldots, c_n), s \rangle,
\]

where \( p \) is an \( n \)-ary relation, every \( c_i \) is a constant, and \( s > \bot \) is a score in \( \mathcal{L} \). The underlying meaning of such an expression is that the degree of truth of \( p(c_1, \ldots, c_n) \) is equal to or greater than \( s \). For each \( p \), we represent the facts \( \langle p(c_1, \ldots, c_n), s \rangle \) in \( \mathcal{F} \) by means of a relational \( n+1 \)-ary table \( T_p \), containing the records \( \langle c_1, \ldots, c_n, s \rangle \). We assume that there cannot be two records \( \langle c_1, \ldots, c_n, s_1 \rangle \) and \( \langle c_1, \ldots, c_n, s_2 \rangle \) in \( T_p \) with \( s_1 < s_2 \) (if there are, then we remove the one with the lower score). We assume each table sorted in descending order with respect to the scores. For ease, we may omit the score component and in such cases the value 1 is assumed.

**Rule component:** \( \mathcal{P} \) is a finite set of rules of the form

\[
p(x) \leftarrow f(p_1(z_1), \ldots, p_m(z_n)),
\]

where

1. \( p \) is an \( n \)-ary relation, every \( p_i \) is an \( n_i \)-ary relation and \( p_i \neq p_j \) for \( i \neq j \);
2. \( x \) is a tuple of variables each of which occurs on the right hand side;
3. each \( z_i \) is a tuple of constants or variables;
4. $f$ is a scoring function $f : \mathcal{L}^m \to \mathcal{L}$, which combines the degree of truth of the $m$ relations $p_i(e_i')$ into an overall truth degree to be assigned to the rule head $p(e)$. We assume that $f$ is monotone, that is, for each $v, v' \in \mathcal{L}^m$ such that $v \leq v', f(v) \leq f(v')$ holds, where $(v_1, \ldots, v_m) \leq (v'_1, \ldots, v'_m)$ iff $v_i \leq v'_i$ for all $i$. We also assume that $f$ is computable, i.e. for any input, the value of $f$ can be determined in finite time, and that $f(\ldots, \bot, \ldots) = \bot$.

We call $p(x)$ the head and $f(p_1(x_1), \ldots, p_m(z_m))$ the body of the rule. We assume that relations occurring in $\mathcal{F}$ do not occur in the head of rules (so, we do not allow that the fact relations occurring in $\mathcal{F}$ can be redefined by $\mathcal{P}$). As usual in deductive databases, the relations in $\mathcal{F}$ are called extensional relations, while the others are intensional relations.

**Remark 1.** Note that we impose relations $p_i$ in a rule body to be distinct. This is not a limitation as we may rewrite, e.g.

$$p(x) \leftarrow f(q(x, y), q(y, z)),$$

as

$$p(x) \leftarrow f(q(x, y), p'(y, z)),$$

$$p'(y, z) \leftarrow q(y, z),$$

for a new relation symbol $p'$.

We note that from a practical point of view, we may have introduced typed or sorted constants, as in e.g. [84], and built-in relations. This is useful in practice, but from a theoretical point of view their management is easy, so we leave it out for the ease of presentation.

**Semantics:** From a semantics point of view, given $\mathcal{K} = \langle \mathcal{F}, \mathcal{P} \rangle$, the notions of Herbrand universe $H_\mathcal{K}$ (the set of all constants occurring in $\mathcal{K}$) and Herbrand base (the set of all ground atoms) $B_\mathcal{K}$ of $\mathcal{K}$ are as usual. Additionally, given $\mathcal{K}$, the set of ground rules $\mathcal{K}^*$ derived from the grounding of $\mathcal{P}$ is constructed as follows:

1. set $\mathcal{K}^*$ to be $\{ p(e) \leftarrow s | (p(e), s) \in \mathcal{F} \}$;
2. add to $\mathcal{K}^*$ the set of all ground instantiations of rules in $\mathcal{P}$.

An interpretation $I$ for $\mathcal{K}$ is a function $I : B_\mathcal{K} \to \mathcal{L}$.

**Remark 2.** Note that the graph $G(I)$ of an interpretation $I$ is set of pairs $\langle A, s \rangle \in B_\mathcal{K} \times \mathcal{L}$ such that for any ground atom $A$ there is at most on pair $\langle A, s \rangle \in G(I)$. Hence, for ease we may represent an interpretation as well as via its graph $G(I)$ by omitting the pairs $\langle A, \bot \rangle$.

We extend $I$ in the usual way:

1. $I(s) = s$, for $s \in \mathcal{L}$; and
2. $I(f(A_1, \ldots, A_m)) = f(I(A_1), \ldots, I(A_m))$.

**Remark 3.** Note that a score combination function has a fixed interpretation, i.e. does not vary from interpretation to interpretation. For ease of presentation, we identify the interpretation of $f$ with $f$ itself.

Furthermore, $\leq$ is extended from $\mathcal{L}$ to the set $\mathcal{T}(\mathcal{L})$ of all interpretations point-wise: (i) $I_1 \leq I_2$ iff $I_1(A) \leq I_2(A)$, for every ground atom $A$. With $I_\bot$ we denote the bottom interpretation ($I_\bot$ maps all atoms to $\bot$), while with $I_T$ we denote the top interpretation ($I_T$ maps all atoms to $1$). It turns out that $(\mathcal{T}(\mathcal{L}), \leq)$ is a complete lattice and is finite.

Now, following [30,45,46], $I$ is a model of $\mathcal{K}$, denoted $I \models K$, iff for all ground rules $A \leftarrow q \in \mathcal{K}^*$, $I(q) \leq I(A)$ holds.

Among all the models, one model plays a special role: namely the $\leq$-least model $M_{\mathcal{K}}$ of $\mathcal{K}$. The existence, finiteness and uniqueness of the minimal model $M_{\mathcal{K}}$ is guaranteed to exist by the following argument. Consider $\mathcal{K}$, the Herbrand base $B_\mathcal{K} = \{ A_1, \ldots, A_n \}$ and $\mathcal{K}^*$. Let us associate to each atom $A_i \in B_\mathcal{K}$ a variable $x_i$, which will take a value in $\mathcal{L}$ (sometimes, we will refer to that variable with $x_A$ as well). An interpretation $I$ may be seen as an assignment of truth values to the variables $x_1, \ldots, x_n$ and vice-versa. Now, for each ground fact $\langle A, s \rangle$ in $\mathcal{K}^*$, we consider the equation

$$x_A = s,$$
while for each ground rule $A \leftarrow f(A_1, \ldots, A_m)$ in $\mathcal{K}^*$ we consider the equation

$$x_A = f(x_{A_1}, \ldots, x_{A_m}),$$

if $A$ is head of at most one rule, while we consider the equation

$$x_A = \max\{f(\ldots)|A \leftarrow f(\ldots) \in \mathcal{K}^*\},$$

if $A$ is head of more than one rule.

**Remark 4.** Please note that, as $\max(\bot, a) = a \neq \bot$ (unless $a = \bot$), $\max$ cannot occur in rule bodies. We may use instead the function $\hat{\max}$ defined as follows: $\hat{\max}(a, b) = \max(b, a)$, $\hat{\max}(\bot, a) = \bot$ and $\hat{\max}(a, b) = a$ if $a \geq b > \bot$.

Now, given $\mathcal{K}^*$, we have obtained the system of equations

$$
\begin{align*}
    x_1 &= f_1(x_{1_1}, \ldots, x_{1_1}), \\
    \vdots \\
    x_n &= f_n(x_{n_1}, \ldots, x_{n_1}),
\end{align*}
$$

(1)

where the variables inside the functions $f_i$ belong to $\{x_1, \ldots, x_n\}$. Each variable $x_{ik}$ will take a value in $\mathcal{L}$, each (monotone) function $f_i$ determines the value of $x_i$ (i.e. $A_i$). We refer to the monotone system as in Eq. (1) as the tuple $\mathcal{S} = \langle \mathcal{L}, V, \mathbf{f} \rangle$, where $V = \{x_1, \ldots, x_n\}$ are the variables and $\mathbf{f} = \langle f_1, \ldots, f_n \rangle$ is the tuple of functions. Now, it can be verified that the minimal model of $\mathcal{K}^*$, i.e. $M_{\mathcal{K}^*}$, is bijectively related to the least solution of the system (1). More precisely, any model is bijectively related to a tuple $\mathbf{x}$ such that $f(\mathbf{x}) \leq \mathbf{x}$, i.e. $\mathbf{x}$ is a pre fixed-point, the set of pre fixed-points is non-empty (1 belongs to it) and the least element is the least fixed-point. As it is well known (see e.g. [4]), a monotone equation system as (1) (each function $f_i: \mathcal{L}^{n_i} \mapsto \mathcal{L}$ in Eq. (1) is $\leq$-monotone) has a $\leq$-least solution, $\text{lfp}(\mathbf{f})$, the $\leq$-least fixed-point of $\mathbf{f}$ is given as the least upper bound of the $\leq$-monotone sequence, $\mathbf{y}_0, \ldots, \mathbf{y}_i, \ldots$, where

$$
\mathbf{y}_0 = \bot, \quad \mathbf{y}_{i+1} = \mathbf{f}(\mathbf{y}_i).
$$

(2)

It is thus immediate that, as the truth space is finite, the above sequence converges in a finite number of steps and that the $\leq$-least model $M_{\mathcal{K}^*}$ of $\mathcal{K}$ is finite.

We point out that we may also guarantee the existence and uniqueness of the minimal model $M_{\mathcal{K}^*}$ along the tradition of logic programming. In fact, the existence and uniqueness of the minimal model $M_{\mathcal{K}^*}$ is guaranteed by the fixed-point characterisation based on the $\leq$-monotone function $\Phi_{\mathcal{K}^*}$: for an interpretation $I$, for any ground atom $A$

$$
\Phi_{\mathcal{K}^*}(I)(A) = \max\{I(\varphi)|A \leftarrow \varphi \in \mathcal{K}^*\}.
$$

Then the minimal model $M_{\mathcal{K}^*}$ of $\mathcal{K}$ is the least fixed-point of $\Phi_{\mathcal{K}^*}$ and can be computed in the usual way by iterating $\Phi_{\mathcal{K}^*}$ over $I_\bot$ (see also [70,71]).

**Remark 5.** Please, note that there is a subtle difference between the two KBs

$$
\mathcal{K}_1 = \{a \leftarrow b, \quad a \leftarrow c, \quad b \leftarrow 0.7\}
$$

and

$$
\mathcal{K}_2 = \{a \leftarrow \hat{\max}(b, c), \quad b \leftarrow 0.7\}.
$$

The system of equations is in the former case

$$
x_a = \max(b, c), \quad x_b = 0.7,
$$

while in the latter case the system of equations is

$$
x_a = \hat{\max}(b, c), \quad x_b = 0.7.
$$

Therefore, $M_{\mathcal{K}_1}(a) = 0.7$, while $M_{\mathcal{K}_2}(a) = \bot$ hold, as $\max(0.7, \bot) = 0.7$ and $\hat{\max}(0.7, \bot) = \bot$ instead.
This difference is used to avoid conclusions in a KB with unique rule such as
\[ a(x) \leftarrow f(b(x, y), c(y, z)) \]
without having appropriate joining instances of \( b \) and \( c \) in the facts component (see e.g. Examples 1 and 4).

**Query:** A query is of the form \( q(x) \), intended as a question about the truth degree of the ground instances of \( q(x) \) in the minimal model of \( K \). The answer set of \( q \) w.r.t. \( K \) is defined as the set \( \text{ans}(q, K) \) of tuples \( (c, s) \in H_K \times \cdots \times H_K \times L \) such that \( M_K(q(c)) = s > \bot \) (the score of \( c \) is \( s > \bot \) in the minimal model).

**Example 1.** Given \( K \) with rule (the truth space is defined with \( n = 100 \))
\[ q(x) \leftarrow 0.5 \cdot (p(x) + r(x)), \]
and facts
\[ (p(a), 0.9), (p(b), 0.2), (r(b), 0.4), \]
then \( \text{ans}(q, K) = \{ (b, 0.3) \} \). Please note that e.g. \( (a, 0.45) \not\in \text{ans}(q, K) \) since \( M_K(r(a)) = \bot \). \( \square \)

**Example 2.** Of course, due to the expressiveness of the score combination functions, we can also easily allow queries in which we would like to retrieve only tuples above a given threshold \( \alpha \). For instance, in Example 1 above, for \( \alpha \in (0, 1] \) consider the monotone function
\[ f_\alpha(x) = \begin{cases} x & \text{if } x \geq \alpha \\ \bot & \text{otherwise.} \end{cases} \]
Then the answers to the rule
\[ q(x) \leftarrow f_\alpha(0.5 \cdot (p(x) + r(x))) \]
are those tuples above the threshold \( \alpha \). \( \square \)

As it is well-known, the following example also shows that \( \omega \) steps may not be sufficient to compute the minimal model (for similar examples, see e.g. \([39,84]\)) over a non-finite truth space.

**Example 3.** Consider \( L = [0, 1] \), the score combination function \( f(x) = (x + a)/2 \) (0 < \( a \leq 1 \)), and \( K_1 \) containing the rules
\[ p \leftarrow 0, \quad p \leftarrow f(p). \]
Then the minimal model is attained after \( \omega \) steps of \( \Phi_{K_1} \) iterations starting from \( I_\bot \) and is \( M_{K_1}(p) = a \).

Now, consider the (non-continuous) function \( g(x) = 0 \) if \( x < a \), and \( g(x) = 1 \) otherwise, and \( K_2 \) containing only the rules
\[ p \leftarrow 0, \quad p \leftarrow f(p), \quad q \leftarrow g(p). \]
Then the minimal model is attained after \( \omega + 1 \) steps of \( \Phi_{K_2} \) iterations starting from \( I_\bot \) and is \( M_{K_2}(p) = a, M_{K_2}(q) = 1 \).
However, it is not difficult to show that if all functions appearing in \( \mathcal{P} \) are Scott-continuous, then at most \( \omega \) steps are necessary to compute the minimal model \([70,71]\). \( \square \)

In any case, finiteness of truth space, monotonicity of score combination functions together with the finiteness of the grounded program guarantees then that the minimal model can be computed in finite time by iterating \( \Phi_K \) over \( I_\bot \).

The principal problem we address in this work is the top-\( k \) retrieval problem.
Definition 1 (Top-k retrieval). Given \( K \), retrieve top-\( k \) tuples of the answer set of \( q \) ranked in decreasing order relative to the score, denoted

\[
ans_k(q, K) = \text{Top}_k(\text{ans}(q, K)).
\]

We note that retrieving the top-\( k \) answers of an extensional relation \( p \) is trivial as we have just to retrieve the first \( k \) tuples in the relational table \( T_p \) associated to \( p \). Hence, we restrict top-\( k \) retrieval to intensional relations only. Note also that (i) \( ans_k(q, K) \) is not necessarily unique as there may be several tuples having the same score of the bottom ranked one in \( ans_k(q, K) \) (we assume in this case that ties are broken arbitrary); and (ii) there may be less than \( k \) tuples in \( ans_k(q, K) \) as there might not be \( k \) non-\( \perp \) scored tuples in \( ans(q, K) \).

Furthermore, please note that having introduced the degree \( \perp \in \mathcal{L} \) allows us to be compatible with top-\( k \) SQL retrieval over relational databases (see e.g. [44]), where it is understood and common practice not to retrieve tuples that do not satisfy the condition of the plain SQL query (that is, the SQL query where the function computing the score is left out), and, in particular, tuples not occurring in any relational table. The following example illustrates the point.

Example 4. For instance, suppose that a motorbike relation is

\[
\text{mb}(\text{id}, \text{price}, \text{comfort}),
\]

with tuples

\[
(22, 9000, 0.3) \quad (23, 32000, 0.8) \\
(24, 46000, 0.9) \quad (25, 7500, 0.0).
\]

Now, consider a top-5 SQL query (see e.g. [44])

\[
\begin{align*}
\text{SELECT} & \quad * \\
\text{FROM} & \quad \text{mb} \\
\text{WHERE} & \quad \text{mb.price} < 15000 \\
\text{ORDER BY} & \quad \text{mb.comfort DESC} \\
\text{LIMIT} & \quad 5
\end{align*}
\]

where the column \( \text{mb.comfort} \) contains the degree of comfort of a motorbike. Then:

- a tuple not appearing in the motorbike relation will not be retrieved (not even with degree 0).
- a tuple not satisfying the condition \( \text{mb.price} < 15000 \) will not be retrieved (not even with degree 0).
- a tuple satisfying the condition \( \text{mb.price} < 15000 \) may potentially be retrieved with degree 0.

Therefore, for the top-\( k \) SQL case, the top-5 answers will just be the two tuples

\[
(22, 9000, 0.3) \\
(25, 7500, 0.0).
\]

Note that in our setting, using facts

\[
\langle \text{mb}(22, 9000), 0.3 \rangle \quad \langle \text{mb}(23, 32000), 0.8 \rangle \\
\langle \text{mb}(24, 46000), 0.9 \rangle \quad \langle \text{mb}(25, 7500), 0.0 \rangle,
\]

and query

\[
q(x_1, x_2) \leftarrow f(\text{mb}(x_1, x_2), x_2 \leq 1500),
\]

where \( f(x_1, x_2) = x_1 \) if \( x_2 \leq 1500 \), otherwise \( \perp \), we get the same answers. □

Example 5 (Ragone [65, 66]). Suppose we have a car selling site, and we would like to buy a car. The properties of the cars are described in the relation \( \text{CarTable} \) as shown in Fig. 1. Here, the score is implicitly assumed to be 1 in each record (the truth space is \( \mathcal{L} \) with \( n = 100 \)). Now, suppose that in buying a car, preferably we would like to pay around \$11\,000 and the car should have less than 15\,000 km. Of course, our constraints on price and kilometers are not crisp as
Fig. 1. The car table.

<table>
<thead>
<tr>
<th>ID</th>
<th>MODEL</th>
<th>PRICE</th>
<th>KM</th>
<th>DISCOUNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>455</td>
<td>MAZDA 3</td>
<td>12500</td>
<td>18000</td>
<td>0.1</td>
</tr>
<tr>
<td>34</td>
<td>ALFA 156</td>
<td>12000</td>
<td>17000</td>
<td>0.2</td>
</tr>
<tr>
<td>1812</td>
<td>FORD FOCUS</td>
<td>13000</td>
<td>16000</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Fig. 2. (a) Trapezoidal function $trz(x; a, b, c, d)$, (b) triangular function $tri(x; a, b, c)$, (c) left shoulder function $ls(x; a, b)$, and (d) right shoulder function $rs(x; a, b)$.

we may still accept to some degree, e.g. a car’s price of $11,200 and with 16,000 km. Hence, these constraints are rather vague. We model this by means of so-called left-shoulder functions (see Fig. 2 for some typical fuzzy membership functions), which is a well known fuzzy membership function in fuzzy set theory. We may model the vague constraint on the price with $ls(x; 9000, 13000)$ dictating that we are definitely satisfied if the price is less than $9000, but can pay up to $13000 to a lesser degree of satisfaction. Similarly, we may model the vague constraint on the kilometers with $ls(x; 10000, 20000)$. We also set some preference (weights) on these two vague constraints, say the weight 0.8 to the price constraint and 0.2 to the kilometers constraint, indicating that we give more priority to the price rather than to the car’s kilometers. The rules encoding the above conditions are represented in Fig. 3. Rule (a) in Fig. 3 encodes the preference on the price. Here, $ls(p; 9000, 13000)$ is an extensional relation that given a price $p$ returns the degree of truth provided by the left-shoulder function $ls(·; 9000, 13000)$ evaluated on the input $p$ (recall that in our setting, all fuzzy membership functions provide a truth value in $\mathcal{L}$ and, thus, we may represent it by means of a finite set of facts). Similarly, for rule (b). Rule (c) encodes the combination of the preferences by taking into account the weight given to each preference.

The table below reports the top-3 answers of Buy together with their score

<table>
<thead>
<tr>
<th>ID</th>
<th>PRICE</th>
<th>KM</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>12000</td>
<td>17000</td>
<td>0.26</td>
</tr>
<tr>
<td>455</td>
<td>12500</td>
<td>18000</td>
<td>0.14</td>
</tr>
<tr>
<td>1812</td>
<td>13000</td>
<td>16000</td>
<td>0.08</td>
</tr>
</tbody>
</table>

**Example 6** (Ragone [65,66] cont.). Consider Example 5. Now, additionally the seller may offer a discount on the car’s catalogue price, as indicated in the CarTable relation. For instance, related to the Mazda3, the seller may consider optimal to sell above $12,500, but can go down to $11,250 to a lesser degree of satisfaction. Hence, we may model this as the right-shoulder function $rs(p; 11250, 12500)$. The hasPossiblePrice relation determines the prices the
seller is willing to consider for a car and is a multiple of 100 between the catalogue price and the maximal discounted price. For each car the optimal price to be sold is determined as the product of the buyer’s degree of satisfaction and the seller’s degree of satisfaction. The rules are shown in Fig. 4. Note that there are some built-in, crisp predicates, such as $p = p' - 100$, that evaluates to 1 iff the value of $p$ equals to the value of $p' - 100$.

Rule (d) encodes the overall satisfaction of the buyer and the seller if a car $x$ is sold at price $p$ and with $k$ kilometers.

Unlike Example 5, here we are interested in computing for each car the best matching degree and then rank the top-$k$ cars in decreasing order of matching degree:

$$\text{ans}_k(Match, K) = \text{Top}_k\{\langle x, p, k, s \rangle | \langle p, k, s \rangle \in \text{Top}_1\{\langle p', k', s' \rangle | s' = M_K(Match(x, p', k'))\}\}.$$ 

Basically, for each car $x$ of the database, we compute the best matching $\langle p, k, s \rangle$ for it, i.e. $\langle p, k, s \rangle \in \text{Top}_1\{\langle p', k', s' \rangle | s' = M_K(Match(x, p', k'))\}$, and then rank the top-$k$ cars.

It can be verified that the answer to the top-3 problem is

<table>
<thead>
<tr>
<th>ID</th>
<th>PRICE</th>
<th>KM</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>11500</td>
<td>17000</td>
<td>0.29</td>
</tr>
<tr>
<td>455</td>
<td>12200</td>
<td>18000</td>
<td>0.15</td>
</tr>
<tr>
<td>1812</td>
<td>11000</td>
<td>16000</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Hence, the buyer and seller may opt for an agreement on the ALFA 156 at $11500$.

Note that the main difference between Example 5 and Example 6 is that in the latter we have a nested top-$k$, top-1 problem to solve.

In the following section we will address the top-$k$ problem, while in Section 4, we will address the problem of nested top-$k$, top-$n$ problem.

3. Computing top-$k$ answers

We describe an incremental query driven top-$k$ query answering algorithm. Of course, theoretically we always have the possibility to compute all answers, then rank them afterwards, and eventually to select the top-$k$ ones only. However, this requires to compute the score of all answers. We would like to avoid this in cases in which the extensional database is large and potentially too many tuples would satisfy the query.

A distinguishing feature of our query answering procedure is that we do not determine all answers, but collect, during the computation, answers incrementally together and we can stop as soon as we have gathered $k$ answers greater or equal than a computed threshold $d$.

To the ease of reading, we will proceed stepwise. In the next section, we will provide an algorithm answering ground queries. Additionally, we will see later on that the same algorithm can be used to compute the novel threshold we are going to propose in Section 3.4. In Section 3.2 we will extend the latter procedure to compute the top-$k$ answers only.

3.1. A query driven procedure for equational systems

It is illustrative to address the following specific problem. Consider an equational system $S = \langle L, V, f \rangle$ and a variable $x_i$. How can we compute the value of variable $x_i$ in the least fixed-point of $S$? The immediate way is to
compute bottom-up the least fixed-point as described in Eq. (2), and then look for the value of \( x_i \) in the least fixed-point. But, there is also a query driven method [4]. It presents a simple, yet general algorithm for computing the least fixed-point of a system of monotonic equations. The method has been used then in [70] as a basis for a query driven ground query answering method for normal logic programs and has further been extended in [51,75,76]. This is not surprising, as we have seen in the previous section that the minimal model of \( K^X \), i.e. \( M_K \), is bijectively related to the least solution of a system of the form (1). Hence, if we want to know the truth value of a ground atom \( A \) in \( M_K \), it suffices to look at the value of the variable \( x_A \) in the least fixed-point of the related equational system. So, if we have a query driven procedure determining the value of \( x_A \) in the least-fixed point, then we have also a query driven procedure returning the truth value of \( A \) in \( M_K \). The importance of this procedure within this paper is due to the fact that our query driven top-\( k \) procedure described in the next section will be an extension of the one we present next and, thus, may ease the comprehension of it.

Formally, let us consider an equational system \( S = (\mathcal{L}, V, f) \) of the form (1). The procedure described in Table 1 determines the value of a set of variables in \( Q \) in the least-fixed point, and is a slight refinement of the one presented in [4]. We next describe how it works. We use some auxiliary functions. \( \sigma(x) \) denotes the set of sons of \( x \), i.e. \( \sigma(x_i) = \{x_{i_1}, \ldots, x_{i_{\ell}}\} \) (the set of variables appearing in the right hand side of the definition of \( x_i \) in (1)). \( \pi(x) \) denotes the set of parents of \( x \), i.e. the set \( \pi(x) = \{ x_j \mid x \in \sigma(x_j) \} \) (the set of variables depending directly on the value of \( x \)). We assume that each function \( f_i: \mathcal{L}^\ell \to \mathcal{L} \) in Eq. (1) is \( \leq \)-monotone. We also use \( f_x \) in place of \( f_i \), for \( x = x_i \). Informally the algorithm works as follows. Assume we are interested in the value of \( x_0 \) in the least-fixed point of the system. We associate to each variable \( x_i \) a marking \( \nu(x_i) \) denoting the current value of \( x_i \) (the mapping \( \nu \) contains the current value associated to the variables). Initially, \( \nu(x_i) = \bot \).

We start with putting \( x_0 \) in the active set of variables \( A \), for which we evaluate whether the current value of the variable is identical to whatever its right-hand side evaluates to. When evaluating a right-hand side it might of course turn out that we do indeed need a better value of some sons (which are initialised with the value \( \bot \)) and put them on the set of active nodes to be examined. In doing so we keep track of the dependencies between variables, and whenever it turns out that a variable changes its value (actually, it can only \( \leq \)-increase) all variables that might depend on this variable are put in the active set to be reexamined. At some point (even if cyclic definitions are present) the active set will become empty, because of the finiteness of the truth space, and we have actually found part of the fixed-point, sufficient to determine the value of the query \( x_0 \).

The variable \( \text{dg} \) collects the variables that may influence the value of the query variables, the array variable \( \text{exp} \) traces the equations that have been “expanded” (the body variables are put into the active set), while the variable \( \text{in} \) keeps track of the variables that have been put into the active set so far due to an expansion (to avoid to put the same variable multiple times in the active set due to function body expansion).

In [4], it is shown that the above algorithm behaves correctly.

**Proposition 1 (Andersen [4]).** Given a monotone system of equations \( S = (\mathcal{L}, V, f) \), then after a finite number of steps, \( \text{Solve}(S, Q) \) determines a set \( B \subseteq V \), with \( Q \subseteq B \) such that the mapping \( \nu \) equals \( \text{lfp}(f) \) on \( B \), i.e. \( \nu|_B = \text{lfp}(f)|_B \).

In Appendix B we sketch the computational complexity of the \( \text{Solve} \) procedure.
3.2. A query driven top-k procedure

We are now ready to describe our query driven top-k algorithm. For the sake of illustrative purposes, we consider the following well-known example in which we define a path in a weighted graph.

Example 7. Consider the following rules:

\[ r_1 : \text{path}(x, y) \leftarrow \text{edge}(x, y), \]
\[ r_2 : \text{path}(x, y) \leftarrow \text{min}((\text{path}(x, z), \text{edge}(z, y))). \]

The knowledge base \( K \) contains the rules above and the extensional database of edges as shown in the relational table \( T_{\text{edge}} \) below:

<table>
<thead>
<tr>
<th>( T_{\text{edge}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>c b 0.6</td>
</tr>
<tr>
<td>a c 0.5</td>
</tr>
<tr>
<td>b a 0.4</td>
</tr>
<tr>
<td>a b 0.3</td>
</tr>
</tbody>
</table>

It can be verified that the set of answers of predicate \( \text{path} \) is given by

<table>
<thead>
<tr>
<th>( \text{ans(\text{path}, K)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a a 0.4</td>
</tr>
<tr>
<td>a b 0.5</td>
</tr>
<tr>
<td>a c 0.5</td>
</tr>
</tbody>
</table>

The procedure \( \text{TopAnswers} \) is detailed in Table 2.1 Basically, we will compute answers iteratively one by one together with a threshold \( \delta \). The threshold has the important property that if we have already collected \( k \) answers with a score greater or equal to \( \delta \) we can stop, as any not yet computed answer will have a score less or equal than \( \delta \). This means that we have already determined the top-\( k \) answers. Roughly, we proceed as follows. Suppose \( q \) is the query. We start with putting the predicate symbol \( q \) in the \textit{active} set of predicate symbols \( A \). At each iteration step we select a new predicate \( p \) from \( A \), look for a the next highest scoring tuple for \( p \) (procedure \( \text{getNextTuple} \)), update the current answer set for \( p \) (\( \text{rankedList}(p) \)), add all predicates \( p' \), whose rule body contains \( p \) (the parents of \( p \)), to \( A \), i.e. all predicate symbols that might depend on \( p \) are put in the active set to be examined, and finally we update the threshold. If we have already gathered \( k \) answers for \( q \) whose score is greater or equal than the threshold we stop. Overall, our procedure uses some auxiliary functions and data structures:

- for predicate symbol \( p_i \), \( s(p_i) \) is the set of predicate symbols occurring in the rule body of a rule having \( p_i \) in its head, \( 2 \) i.e. the \textit{sons} of \( p_i \), from which we exclude the extensional predicates. \( p(p_i) \) denotes the parents of \( p_i \), i.e. \( p(p_i) = \{ p_j | p_i \in s(p_j) \} \);
- the variable \( \text{rankedList} \) contains, for each intensional relation \( p \), the current top-ranked tuples together with their score, i.e. for each predicate symbol \( p \), the tuples \( \langle c, s \rangle \) in \( \text{rankedList}(p) \) are ranked in decreasing order with respect to the score \( s \). We do not allow \( \langle c, s \rangle \) and \( \langle c, s' \rangle \) to occur in \( \text{rankedList}(p) \) with \( s \leq s' \) (if so, we remove the tuple with the lower score);
- the variable \( Q \) is a global variable. It is used in the \( \text{getNextTuple} \) procedure and contains, for each intensional relation \( p \), the next top-ranked tuples to be returned. The tuples in \( Q(p) \) are ranked in decreasing order with respect to the score \( s \).

There are other variables, which play a role in the procedure \( \text{getNextTuple} \) (see Table 2), but are defined in the \( \text{TopAnswers} \) procedure, as they act as global variables.

We now describe the \( \text{getNextTuple} \) procedure (see Table 2). Its main purpose is, given a relation symbol \( p \) and the rules \( r_i : p(x) \leftarrow \varphi_i \) having \( p(x) \) as head, to get back the next tuple (and its score) satisfying the body conditions of

\[ 1 \text{ The condition } x l' = \text{rankedList} \text{ means that the contents do not change.} \]
\[ 2 \text{ Recall that there may be more than one rule having } p_i \text{ in its head.} \]
some of these rules using the so far retrieved tuples for the relations occurring in \( q_1 \). Note that the procedure is quite related to the \( getNext \) procedure described in [32]. This is not surprising as the list of atoms in a rule body may be seen as multiple joins together with a scoring function. However, w.r.t. [32], the computation of the threshold value is more involved in our case.

Let us describe the intuition behind the procedure. For the sake of illustrative purposes assume that there is an unique rule \( r \) associated to \( p_1 \) of the form

\[
p(x) \leftarrow p_1(x, y) \cdot p_2(y, z),
\]

and that the currently retrieved tuples for \( p_1 \) are stored in \( \text{rankedList}(p_1) \). The idea is as follows:

1. We incrementally generate new join combinations \((a, b, c)\) from the tuples in \( \text{rankedList}(p_1) \) and \( \text{rankedList}(p_2) \) using square ripple join (see [32]): \(^3\) that is, we alternatively access first \( \text{rankedList}(p_1) \) and then \( \text{rankedList}(p_2) \). We select the next unseen tuple in \( \text{rankedList}(p_1) \) and then build all join combinations

\(^3\)(\(a, b, c\)) is a join combination for \( p \) if \((a, b)\) and \((b, c)\) are in \( \text{rankedList}(p_1) \) and \( \text{rankedList}(p_2) \), respectively.
with the tuples seen so far in \texttt{rankedList} \((p_2)\). Then we select the next unseen tuple in \texttt{rankedList}(p_2) and then build all join combinations with the tuples seen so far in \texttt{rankedList}(p_1) and so on until we find some valid join tuples \((Q(p) \neq \emptyset)\). Fig. 5 illustrates this method: the \(x\)-axis \((y\)-axis\) represents the tuples in \texttt{rankedList} \((p_1)\) (\texttt{rankedList}(p_2)) and a point \((i, j)\) denotes the \(i\)th \((j\)th\) tuple of the list \texttt{rankedList}(p_1) (\texttt{rankedList}(p_2)). Hence, we generate tuple \((i, j)\), starting from \((1, 1)\), and then check if \((i, j)\) is a join combination for \(p\). Specifically, in order to explore the tuple space \texttt{rankedList}(p_1) \times \texttt{rankedList}(p_2), we generate the sets \(S_1 = \{(1, 1)\}, S_2 = \{(2, 1)\}, S_3 = \{(1, 2), (2, 2)\}, S_4 = \{(3, 1), (3, 2)\}\) and \(S_5 = \{(1, 3), (2, 3), (3, 3)\}\) and stop generating \(S_k\) as soon as we generated a set \(S_l\) that contains at least one join combination for \(p\). Then for each join combination \((i, j) \in S_l\) we compute its score \(s\) and update \(Q(p)\). The fact that we may add more than one join combination and its score to \(Q(p)\) becomes evident from the fact that there may be more than one join combination for \(p\) in \(S_l\) (e.g., for \(S_4\) we may have that \((1, 3)\) and \((3, 3)\) are join combinations for \(p\), while \((2, 3)\) is not a join combination for \(p\)). Another method, although less effective, would consist in retrieving the join combinations \(\langle a, b, c \rangle\) as an SQL statement over the lists \texttt{rankedList}(p_1), i.e.

\[
\begin{align*}
\text{SELECT} & \quad p_1.x, p_1.y, p_2.z \\
\text{FROM} & \quad \texttt{rankedList}(p_1), \texttt{rankedList}(p_1) p_2 \\
\text{WHERE} & \quad p_1.y = p_2.y \text{ AND (exclude already processed tuples for rule } r) 
\end{align*}
\]

We need the condition “exclude already processed tuples for rule \(r\)” to guarantee that we do not join tuples twice for the rule \(r\). This can be implemented using additional flags in \texttt{rankedList}(p_1).

2. The join combinations for \(p\) and their scores will be put in the queue \(Q(p)\) and the top-1 ranked one is returned. Note that it is possible that \(|Q(p)| \geq 2\) (i.e., \(Q(p)\) contains more than one join combination for \(p\)) and, thus, in the next call of \texttt{getNextTuple}(p), we may avoid to generate new join combinations for \(p\) and it suffices to get the next top-ranked tuple from \(Q(p)\).

In summary, \texttt{getNextTuple}(p) works as follows. In step 1, whenever we already have some join combinations for \(p\) in the queue \(Q(p)\) (obtained by a previous call) then we just return the top-ranked one. In step 2, we take into account all rules \(r\) having \(p\) in its head. For each rule \(r\), in step 3 we try to generate join combinations for \(p\), involving all seen tuples of the relations occurring in the rule body of \(r\). For each join combination we compute its score (step 5). We put the results on the queue \(Q(p)\) (step 6) and return the top-ranked one. As \(Q(p)\) may still contain answers for \(p\), the next time we ask for a next tuple with respect to \(p\), we access \(Q(p)\) directly (step 1).

\textbf{Remark 6.} Note that for each rule \(r\) we compute a join that is independent from any another join computed for another rule \(r' \neq r\). To do so, for every rule \(r\) and predicate \(p_i\) in the rule body of \(r\), we will maintain a pointer \(ptr_i^r\) to the last seen tuple in the ranked list of \(p_i\) with respect to the join computation of rule \(r\). For instance, given rules

\[
r_1 : q(x) \leftarrow p_1(x), \quad r_2 : p(x) \leftarrow p_1(x) \cdot p_2(x),
\]

where the facts component is

<table>
<thead>
<tr>
<th>recId</th>
<th>(p_1)</th>
<th>(p_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a, 1.0)</td>
<td>(b, 0.8)</td>
</tr>
<tr>
<td>2</td>
<td>(b, 0.9)</td>
<td>(r, 0.6)</td>
</tr>
<tr>
<td>3</td>
<td>(r, 0.8)</td>
<td>(a, 0.4)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table \(p_1\) will have pointers \(ptr_i^{r_1}\) and \(ptr_i^{r_2}\), while table \(p_2\) will have pointers \(ptr_i^{r_2}\). So, the first answer computed via join for \(r_1\) will be \((a, 1.0)\) and then \(ptr_i^{r_1} = 1\), while the first answer computed via join for \(r_2\) will be \((b, 0.72)\) and then \(ptr_i^{r_2} = 2\) and \(ptr_i^{r_2} = 1\). The next answer for \(r_1\) will be \((b, 0.9)\) and then \(ptr_i^{r_1} = 2\), while the next answer for \(r_2\) will be \((a, 0.4)\) and then \(ptr_i^{r_2} = ptr_i^{r_2} = 3\).

\textbf{Example 8.} Let us illustrate the behaviour of \texttt{getNextTuple} (see Table 2) with the following simple example. Consider the rule

\[
r : p(x, z) \leftarrow p_1(x, y) \cdot p_2(y, z).
\]
RankedList \((p1) \times \text{rankedList}(p2)\): the generation of the first nine tuples selected from rankedList\((p1)\) and rankedList\((p2)\) to be checked for being join combinations for \(p\).

Assume that actually rankedList\((p1)\) and rankedList\((p2)\) contain the following tuples:

<table>
<thead>
<tr>
<th>recId</th>
<th>rankedList((p1))</th>
<th>rankedList((p2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a, b, 1.0)</td>
<td>(m, h, 0.95)</td>
</tr>
<tr>
<td>2</td>
<td>(e, f, 0.9)</td>
<td>(m, j, 0.85)</td>
</tr>
<tr>
<td>3</td>
<td>(a, d, 0.7)</td>
<td>(f, k, 0.75)</td>
</tr>
<tr>
<td>5</td>
<td>(a, p, 0.6)</td>
<td>(p, q, 0.55)</td>
</tr>
</tbody>
</table>

with rankedList\((p)\). \(j\) we denote the \(j\)th tuple in rankedList\((p)\). For each list we will have a pointer \(ptr r\) to the last tuple in rankedList\((p)\) seen so far with respect to rule \(r\). Let us see how the first call to getNextTuple\((p)\) works.

At the beginning \(ptr r\) = 0. As at step 1. \(Q(p) = \emptyset\), we need to generate new join tuples in step 2: we get the first tuple from rankedList\((p1)\), i.e. rankedList\((p1)\).\(1\), which is \(\langle a, b, 1.0 \rangle\). Now, we check if there is a join combination between \(\langle a, b, 1.0 \rangle\) and all tuples in rankedList\((p2)\) seen so far, i.e. tuples in \(X_2 = \{\text{rankedList}(p2).j|1 \leq j \leq ptr r_2 = 0\} = \emptyset\) and, thus, we cannot generate a new join combination for \(p\).

We switch list, and access the next tuple from rankedList\((p2)\), i.e. \(\langle m, h, 0.95 \rangle\) and check if there is a join combination for \(p\) between it and all tuples in rankedList\((p1)\) seen so far, i.e. tuples in \(X_1 = \{\text{rankedList}(p1).j|1 \leq j \leq ptr r_1 = 1\} = \{(a, b, 1.0)\}\). Still, we do not have yet a join combination for \(p\).

We switch list again, and access the next tuple from rankedList\((p1)\), that is, \(\langle e, f, 0.9 \rangle\) and check if there is a join combination for \(p\) between it and all tuples in rankedList\((p2)\) seen so far, i.e. tuples in \(X_2 = \{\text{rankedList}(p2).j|1 \leq j \leq ptr r_2 = 1\} = \{(m, h, 0.95)\}\). Still, we do not have yet a join combination for \(p\).

We switch list, and access the next tuple from rankedList\((p2)\), i.e. \(\langle m, j, 0.85 \rangle\) and check if there is a join combination for \(p\) between it and all tuples in rankedList\((p1)\) seen so far, that is, tuples in \(X_1 = \{\text{rankedList}(p1).j|1 \leq j \leq ptr r_1 = 2\} = \{(a, b, 1.0), (e, f, 0.9)\}\). Still, we do not have yet a join combination for \(p\).
Now, we switch list again, and access the next tuple from \( \text{rankedList}(p_1) \), i.e. \( (l, m, 0.8) \) and check if there is a join combination for \( p \) between it and all tuples in \( \text{rankedList}(p_2) \) seen so far, that is, tuples in \( X_2 = \{ \text{rankedList}(p_2), j \mid 1 \leq j \leq \text{ptr}_{r}^{2} = 2 \} = \{ (m, h, 0.95), (m, j, 0.85) \} \). Now, we get two join combinations for \( p \), namely \( (l, m) \times (m, h) \) and \( (l, m) \times (m, j) \), and we exit step 3. In steps 4–6, we compute the score of these join combinations according to the score combination function and insert the newly generated join combinations \( (l, h, 0.76) \) and \( (l, j, 0.68) \) in \( Q(p) \) (as no better result for \( (l, h) \) and \( (l, j) \) is in \( Q(p) \)). Finally, in step 7, we return \( (l, h, 0.76) \) as the result of \( \text{getNextTuple}(p) \) and remove \( (l, h, 0.76) \) from \( Q(p) \).

We make the following additional notes:

1. so far, \( \text{ptr}_{r}^{1} = 3 \) and \( \text{ptr}_{r}^{2} = 2 \);
2. in the second call of \( \text{getNextTuple}(p) \), we will return \( (l, j, 0.68) \) as \( Q(p) \) is still non-empty, and remove this tuple from \( Q(p) \) (which makes it empty);
3. in the third call of \( \text{getNextTuple}(p) \), we need to generate new join combinations for \( p \), by (i) getting the next tuple from \( \text{rankedList}(p_2) \), that is, \( (f, k, 0.75) \); (ii) checking if there is a join combination for \( p \) between \( (f, k, 0.75) \) and all tuples in \( \text{rankedList}(p_1) \) seen so far, i.e. tuples in \( X_1 = \{ \text{rankedList}(p_1), j \mid 1 \leq j \leq \text{ptr}_{r}^{1} = 3 \} = \{ (a, b, 1.0), (e, f, 0.9), (l, m, 0.9) \} \), generating \( (e, k, 0.675) \); (iii) inserting it into \( Q(p) \); and (iv) returning \( (e, f, 0.675) \) and removing it from \( Q(p) \) (which makes it empty);
4. similarly, in the fourth call of \( \text{getNextTuple}(p) \), we return \( (l, n, 0.52) \), and have \( \text{ptr}_{r}^{1} = \text{ptr}_{r}^{2} = 4 \);
5. finally, in the fifth call of \( \text{getNextTuple}(p) \), we return \( (o, q, 0.33) \), and have \( \text{ptr}_{r}^{1} = \text{ptr}_{r}^{2} = 5 \). \( \square \)

As we have anticipated, a threshold will be used to determine when we can stop retrieving tuples. Indeed, the threshold determines when any newly retrieved tuple for \( q \) scores lower than the current top-\( k \) and, thus, cannot modify the top-\( k \) ranking (step 9). So, step 1 loops until we do not have \( k \) answers greater or equal than the threshold or, two successive loops do not modify the current set of answers and the queue \( A \) becomes empty (step 9). \( \forall \) Steps 2 and 3 initialise the active set of relations. In step 4, we select a relation symbol to be processed. In step 5, we retrieve the next answer for \( p \). If a new answer has been retrieved (step 6, \( (t, s) \neq \text{null} \)) then we update the current answer set \( \text{rankedList}(p) \) and add all relations \( p_j \), that directly depend on \( p \), to the queue \( A \). In step 7, we put once all intensional relation symbols appearing in rule bodies of rules having \( p \) in its head into the active set for further processing.

Remark 7. Before explaining the threshold computation mechanism, let us make the following observation. Let us assume for a moment that we do not consider the threshold mechanism in the computation of the \( \text{TopAnswers} \) procedure, i.e. we set initially the value to \( \delta = 2 \) and do not execute step 8. Hence, the threshold does not influence the stopping condition in step 9. Under this condition, please note that the \( \text{TopAnswers} \) will retrieve one by one all answers to a query.

Also note that the termination of the algorithm is guaranteed by the finiteness of the knowledge base, the finiteness of the truth set, and the monotonicity of the score combination functions: each tuple may enter a ranked list at most \( h = |\mathcal{L}| - 1 \) times and we stop as soon as two successive loops (steps 1–9) in \( \text{TopAnswers} \) do not change the ranked lists and the queue \( A \) becomes empty. \( \forall \)

Now, as we do not want to evaluate all answers, but just to find the top-\( k \), as already anticipated we use a threshold-based method, which we describe next. First we show how to determine the threshold if the intensional part contains the query rule only, and then extend it to the general case.

3.3. Querying an extensional knowledge base

So, let us assume that we have a knowledge base in which the rule component consists of one rule only (the query rule) of the form

\[
\begin{align*}
  r : q(x) & \leftarrow f(p_1, p_2, \ldots, p_n),
\end{align*}
\]

4 Clearly, if we have already top-\( k \) answers greater or equal than the threshold, we can stop. The other condition is more involved and is explained in Remark 8, after Example 14.

5 Step 9, \( (\text{rt} = \text{rankedList}) \) and \( A = \emptyset \).
where all \( p_i \) are extensional predicates. Example 8 is such a case. In this case, the threshold \( \delta \) is determined as in [32], which we illustrate next.

Let \( t'_i \) be the last tuple seen in \( \text{rankedList}(p_i) \) so far with respect to rule \( r \), while let \( \hat{t}_i \) be the top ranked one in \( \text{rankedList}(p_i) \). With \( t.s\text{core} \) we indicate the score of tuple \( t \). Then we define \( \delta' \) as the maximum of the following \( n \) values:

\[
\begin{align*}
\delta'_1 &= f(t'_1.s\text{core}, \hat{t}_2.s\text{core}, \ldots, \hat{t}_n.s\text{core}) \\
\delta'_2 &= f(\hat{t}_1.s\text{core}, t'_2.s\text{core}, \ldots, \hat{t}_n.s\text{core}) \\
&\vdots \\
A'_n &= f(\hat{t}_1.s\text{core}, \hat{t}_2.s\text{core}, \ldots, t'_n.s\text{core}).
\end{align*}
\]

Finally, we define the threshold to be used in the \( \text{TopAnswer} \) procedure as \( \hat{\delta} = \delta' \). For instance, for

\[ q(x) \leftarrow p_1(x, y) \cdot p_2(y, z), \]

we have

\[ \delta'_1 = t'_1.s\text{core} \cdot \hat{t}_2.s\text{core}, \quad \delta'_2 = \hat{t}_1.s\text{core} \cdot t'_2.s\text{core}, \quad \delta' = \max(\delta'_1, \delta'_2). \]

**Example 9 (Example 8 cont.).** After the first call of \( \text{getNextTuple}(p) \) we have that \( \text{ptr}_1 = 3 \) and \( \text{ptr}_2 = 2 \), and \( \hat{t}_i = \text{rankedList}(p_i).1 \), while \( t'_i = \text{rankedList}(p_i).\text{ptr}_i^t \), that is

<table>
<thead>
<tr>
<th>( t_1 )</th>
<th>( t'_1 )</th>
<th>( t_2 )</th>
<th>( t'_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (a, b, 1.0) )</td>
<td>( (l, m, 0.8) )</td>
<td>( (m, h, 0.95) )</td>
<td>( (m, j, 0.85) )</td>
</tr>
</tbody>
</table>

and, thus

\[ \delta'_1 = 0.8 \cdot 0.95 = 0.76, \quad \delta'_2 = 1.0 \cdot 0.85 = 0.85, \quad \delta' = \max(0.76, 0.85) = 0.85. \]

After the second call to \( \text{getNextTuple}(p) \), the threshold does not change as we get the next tuple directly from \( Q(p) \).

After the third call to \( \text{getNextTuple}(p) \), we have \( \text{ptr}_1 = 3 \), \( \text{ptr}_2 = 3 \), \( \hat{t}_i = \text{rankedList}(p_i).1 \), while \( t'_i = \text{rankedList}(p_i).\text{ptr}_i^t \), that is

<table>
<thead>
<tr>
<th>( t_1 )</th>
<th>( t'_1 )</th>
<th>( t_2 )</th>
<th>( t'_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (a, b, 1.0) )</td>
<td>( (l, m, 0.8) )</td>
<td>( (m, h, 0.95) )</td>
<td>( (f, k, 0.75) )</td>
</tr>
</tbody>
</table>

and, thus

\[ \delta'_1 = 0.8 \cdot 0.95 = 0.76, \quad \delta'_2 = 1.0 \cdot 0.75 = 0.75, \quad \delta' = \max(0.76, 0.75) = 0.76. \]

After the fourth call to \( \text{getNextTuple}(p) \), we have \( \text{ptr}_1 = \text{ptr}_2 = 4 \) and, thus

\[ \delta'_1 = 0.7 \cdot 0.95 = 0.665, \quad \delta'_2 = 1.0 \cdot 0.65 = 0.65, \quad \delta' = \max(0.665, 0.65) = 0.665, \]

while after the fifth call to \( \text{getNextTuple}(p) \), we have \( \text{ptr}_1 = \text{ptr}_2 = 5 \) and, thus

\[ \delta'_1 = 0.6 \cdot 0.95 = 0.57, \quad \delta'_2 = 1.0 \cdot 0.55 = 0.55, \quad \delta' = \max(0.57, 0.55) = 0.57. \]

The important fact is now that whenever we consider a new join combination for rule \( r \), its score will be less or equal than \( \delta' \). Indeed, if we consider a new join tuple using the next unseen tuple from \( \text{rankedList}(p_1) \) and a seen tuple in \( \text{rankedList}(p_2) \), its score will be less or equal than \( \delta'_1 \), while if we consider a new join tuple using the next unseen

---

6 If no tuple has been yet seen in \( p_i \), then \( t.s\text{core} = 1 \) is assumed.
tuples from rankedList(p_2) and a seen tuple in rankedList(p_1), its score will be less or equal than \( \delta'_r \). Therefore, overall the score will be less or equal than \( \delta' \).

**Example 10** (Example 9 cont.). In the second call to get NextTuple(p), we get \((l, j, 0.68)\) and \(0.68 \leq 0.85 = \delta'\), in the third call to get NextTuple(p), we get \((e, f, 0.675)\) and \(0.675 \leq 0.85 = \delta'\), in the fourth call to get NextTuple(p), we get \((l, n, 0.52)\) and \(0.52 \leq 0.76 = \delta'\) (note that after the third call, \(\delta' = 0.76\)), while the fifth call to get NextTuple(p), we get \((o, q, 0.33)\) and \(0.33 \leq 0.665 = \delta'\) (after the fourth call, \(\delta' = 0.665\)). □

As a consequence, whenever we have top-k answers for q with score greater or equal than \( \delta' \), we can stop the retrieval process (see step 9 of TopAnswers).

**Example 11** (Example 10 cont.). After the fourth call to get NextTuple(p)

\[
\text{rankedList}(p) = \{(l, h, 0.76), (l, j, 0.68), (e, k, 0.675), (l, n, 0.52)\},
\]

and \(\delta' = 0.665\). Hence, if we are looking for top-3 answers to p then, as we have top-3 answers for p with score above \(\delta'\), we can stop. Any newly retrieved tuple for p, e.g. tuple \((o, q, 0.33)\), will have a score less or equal than \(\delta'\). □

This property can be generalised to n-ary joins (see [32, Theorem 4.2.1]). We have the following result:

**Proposition 2.** For a knowledge base in which the rule component consists of one rule r only (the query rule) of the form \(r : q(x) \leftarrow f(p_1, p_2, \ldots, p_n)\), where all \(p_i\) are extensional predicates, then the threshold-based method correctly reports the top-k results ordered by the score.

**Proof.** For simplicity, we consider the case of score combination function \(f\) having two arguments. The proof can easily be extended to cover the n input case. So, let

\[
r : q(x) \leftarrow f(p_1, p_2)
\]

be our query rule. As \(p_i\) are extensional, \(\text{rankedList}(p_i)\) contains all tuples of \(p_i\) in decreasing order of score.

Assume that the algorithm halts after \(d\) sorted accesses to each \(\text{rankedList}(p_i)\) and that get NextTuple(q) reports a valid join combination \(t = (t^1_1, t^1_2)\) for the query rule body, where \(t^1_i\) is the \(i\)th tuple in \(\text{rankedList}(p_i)\) and \(t^1_j\) is the \(j\)th tuple in \(\text{rankedList}(p_2)\). Since the algorithm halts (at depth \(d\)), we know that by definition \(\delta = \delta' \leq t.\text{score}\), where \(\delta'\) is the maximum of \(7\)

\[
\delta'_1 = f(t^1_1.\text{score}, t^d_2.\text{score}), \quad \delta'_2 = f(t^d_1.\text{score}, t^1_2.\text{score}).
\]

Now, assume that there is yet another join combination \(\bar{t} = (\bar{t}^1_1, \bar{t}^d_2)\) for the query rule body such that \(\bar{t}.\text{score} > t.\text{score}\). That implies \(t.\text{score} > \delta'\), i.e.

\[
f(\bar{t}^1_1.\text{score}, \bar{t}^d_2.\text{score}) > f(t^1_1.\text{score}, t^d_2.\text{score}), \quad (5)
\]

\[
f(\bar{t}^1_1.\text{score}, \bar{t}^d_2.\text{score}) > f(t^d_1.\text{score}, t^1_2.\text{score}). \quad (6)
\]

Since each tuple in \(\text{rankedList}(p_1)\) is ranked in decreasing order with respect to the score, \(\bar{t}^1_1.\text{score} \leq t^1_1.\text{score}\). Therefore, \(\bar{t}^d_2.\text{score}\) has to be strictly greater than \(t^d_2.\text{score}\), as otherwise inequality (5) will not hold because of the monotonicity of the function \(f\). We conclude that \(\bar{t}^d_2\) must be ranked before \(t^d_2\) in \(\text{rankedList}(p_2)\), i.e.

\[
m < d.
\]

7 Recall that \(t^1_1\) is the first tuple in \(\text{rankedList}(p_1)\), while \(t^d_2\) is the last accessed (seen) one in \(\text{rankedList}(p_1)\).
Using the same analogy, we have that \( t^{m_2}_{2}.score < t^{m_1}_{1}.score \) and, thus, \( t^{m_1}_{1}.score \) must be strictly greater than \( t^{m_2}_{2}.score \) as otherwise inequality (6) will not hold because of the monotonicity of the function \( f \). We conclude that \( t^{m_1}_{1} \) must be ranked before \( t^{m_2}_{2} \) in \( \text{rankedList}(p_1) \), i.e.

\[ l < d. \]  

(8)

From (7) and (8), the join tuple \( \bar{t} = \langle \hat{t}^1_1, \hat{t}^m_2 \rangle \) must have been produced by the algorithm. Therefore there cannot be any tuple with score strictly greater than the score of any tuple reported by \( \text{TopAnswer}(\mathcal{K}, q, k) \), which is not produced by the algorithm.

Example 12. Assume that we have the following query rule:

\[ r : q(x, z) \iff \min(r_1(x, y), r_2(y, z)), \]

where \( q \) is the query relation and \( r_1, r_2 \) are extensional relations with tables

<table>
<thead>
<tr>
<th>record</th>
<th>( r_1 )</th>
<th>( r_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a h 1.0</td>
<td>m h 0.95</td>
</tr>
<tr>
<td>2</td>
<td>c d 0.9</td>
<td>m j 0.85</td>
</tr>
<tr>
<td>3</td>
<td>e f 0.8</td>
<td>f k 0.75</td>
</tr>
<tr>
<td>4</td>
<td>f m 0.7</td>
<td>m n 0.65</td>
</tr>
<tr>
<td>5</td>
<td>a p 0.6</td>
<td>p q 0.55</td>
</tr>
</tbody>
</table>

The table below reports a top-2 retrieval computation.

The first call of \( \text{getNextTuple}(q) \) requires several alternative accesses to \( r_1 \) before a tuple can be found (\( (c, k, 0.75) \)). In the second call we get immediately two candidate tuples. In the third call, as \( \mathcal{Q}(q) \neq \emptyset \) we get immediately the next candidate (\( (l, j, 0.7) \)). Finally, in the fourth call, we retrieve (\( (l, n, 0.65) \)). As now \( \text{rankedList}(q) \) contains two answers above the threshold of 0.7, we can stop and return \( \{(e, k, 0.75), (l, h, 0.7)\} \). Note that no new retrieved answer may have a score above 0.7. Indeed, the next one would be (\( o, q, 0.55 \)) and, thus, \textit{not all tuples are processed} (which would be unfeasible in practice).

<table>
<thead>
<tr>
<th>Iter</th>
<th>( A )</th>
<th>( l(x) )</th>
<th>( \text{rankedList}(p) )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>q q</td>
<td>( (e, k, 0.75) )</td>
<td>( (e, k, 0.75) )</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>q q</td>
<td>( (l, j, 0.7) )</td>
<td>( (e, k, 0.75), (l, h, 0.7) )</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>q q</td>
<td>( (l, j, 0.7) )</td>
<td>( (e, k, 0.75), (l, h, 0.7), (l, j, 0.7) )</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>q q</td>
<td>( (l, n, 0.65) )</td>
<td>( (e, k, 0.75), (l, h, 0.7), (l, j, 0.7), (l, n, 0.65) )</td>
<td>0.7</td>
</tr>
</tbody>
</table>

So far, we have considered the case that there is one query rule only. We next show that we may easily extend our threshold-based method to the case that for a query \( q(x) \), we have a knowledge base in which the rule component consists of \( m \geq 1 \) rules (the query rules) of the form

\[ r_1 : q(x) \iff f_1(p^{1}_{1}, p^{1}_{2}, \ldots, p^{1}_{n_1}) \]

\[ \vdots \]

\[ r_m : q(x) \iff f_m(p^{m}_{1}, p^{m}_{2}, \ldots, p^{m}_{n_m}). \]

where all \( p^{i}_{j} \) are extensional predicates. In this case, let \( \delta^{r_i} \) be the threshold for rule \( r_i \), as computed previously. Now, let \( \delta^{q} \) be

\[ \delta^{q} = \max(\delta^{r_1}, \ldots, \delta^{r_m}). \]

Finally, we define \( \delta = \delta^{q} \). Essentially, as there may be more that one rule with \( q(x) \) as its head, we now consider the maximum among all rules’ thresholds. It is easily verified that Proposition 2 holds for this more general case as well.

**Proposition 3.** For a knowledge base in which the rule component consists of rules \( r_1, \ldots, r_m \) having \( q(x) \) as their head (the query rules), where the arguments of the rules are extensional predicates and \( \delta = \delta^{q} = \max(\delta^{r_1}, \ldots, \delta^{r_m}) \), then the threshold-based method correctly reports the top-k results ordered by the score.
3.4. Querying an intensional knowledge base

We address now the general case. We recall that [51,76] address the top-k retrieval for general (recursive) fuzzy LPs and provide a threshold mechanism. Unfortunately, both of them illustrate incorrect algorithms in the sense that the top-k answers may not be the top-k ones as the following example illustrates. The reason is that the computed threshold does not guarantee that any successively computed answer has score less or equal than the threshold.

**Example 13.** Consider the knowledge base with rules

\[ r_1 : q(x) \leftarrow b(x) \cdot c(x), \quad r_2 : b(x) \leftarrow d(x) \cdot e(x), \]

and facts

<table>
<thead>
<tr>
<th>recId</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>3</td>
<td>d</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>c</td>
<td>e</td>
</tr>
<tr>
<td>5</td>
<td>e</td>
<td>e</td>
<td>a</td>
</tr>
</tbody>
</table>

We are looking for the top-1 answer to \( q \). As illustrated below, the algorithm returns \( \langle b, 0.48 \rangle \). Indeed, the threshold \( \delta \) is computed in [51,76] as follows:

\[ \delta_1 = t_{b}^*.score \cdot \hat{t}_{c}.score, \quad \delta_2 = \hat{t}_{b}.score \cdot t_{e}^*.score, \quad \delta = \max(\delta_1, \delta_2), \]

where \( t_{b}^* \) is the last tuple seen in \( \text{rankedList}(p) \) and \( \hat{t}_{p} \) is the top ranked one in \( \text{rankedList}(p) \), with \( p \in \{ b, c \} \). The computation is illustrated below:

<table>
<thead>
<tr>
<th>Iter</th>
<th>Iter</th>
<th>( \hat{t}_{p} )</th>
<th>( \text{rankedList}(p) )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop 1</td>
<td>1</td>
<td>( q )</td>
<td>-</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>( b )</td>
<td>( b, 0.6 )</td>
<td>( b )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>( q )</td>
<td>( b, 0.48 )</td>
<td>( b, 0.48 )</td>
</tr>
<tr>
<td>UpdateThreshold</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loop 2</td>
<td>1</td>
<td>( q )</td>
<td>-</td>
<td>( b, 0.6 )</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>( b )</td>
<td>( d, 0.4 )</td>
<td>( b, 0.6 ), ( d, 0.4 )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>( q )</td>
<td>( b, 0.48 )</td>
<td>( b, 0.6 )</td>
</tr>
<tr>
<td>UpdateThreshold</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>StopReturn</td>
<td>( b, 0.48 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

So, the algorithm returns \( \langle b, 0.48 \rangle \), which is not correct. In fact, the top-1 answer should be \( \langle a, 0.5 \rangle \). □

The problem with the threshold computed as in the above example is that it does not guarantee that any successively retrieved answer has score less or equal than \( \delta \). Indeed, in Example 13, we stop with threshold \( \delta = 0.4 \), while the not yet retrieved answer \( a \) has score \( 0.5 > \delta \).

The solution we propose here is that we need to take into account a threshold for each intensional predicate related to the query as they may depend from each other. For instance, in Example 13, the threshold for \( q \) will depend on the threshold for \( b \).

Specifically, let us consider a knowledge base in which an intensional predicate is head of one rule only (we address the case \( p \) is head of more than one rule later on, similarly as we did in Section 3.3). So, for an intensional predicate \( p \) heading exactly one rule \( r \)

\[ r : p(x) \leftarrow f(p_1(z_1), \ldots, p_n(z_n)), \]

we consider a threshold variable \( \hat{\delta}_r \). With \( r.t_{p_1} (\hat{r}.t_{p_1}) \) we denote the last tuple seen (the top ranked one) in \( \text{rankedList}(p_i) \) with respect to rule \( r \). We assume that by default \( \hat{r}.t_{p_1}.score = 1 \) if no tuple is \( \text{rankedList}(p_i) \).
Note that we have to record the last tuple seen and the top ranked one for each rule \( r \), as their rule body are independent joins. For an intensional predicate \( p_i \), we define

\[
p_i^\top = \max(\delta^{p_i}, \hat{r}.t_{p_i}.score), \quad p_i^\downarrow = \delta^{p_i},
\]

while if \( p_i \) is an extensional predicate, we define

\[
p_i^\top = \hat{r}.t_{p_i}.score, \quad p_i^\downarrow = r.t_{p_i}.score.
\]

Now, for each rule \( r \) we consider the equation \( \delta(r) \)

\[
\delta^p = \max(f(p_1^\top, p_2^\top, \ldots, p_n^\top), f(p_1^\top, p_2^\downarrow, \ldots, p_n^\top), \ldots, f(p^\top, p^\top, \ldots, p_n^\top)).
\]

For instance, for a rule

\[
r : p(x) \leftarrow f(p_1, p_2),
\]

where \( p_1 \) is intensional and \( p_2 \) is extensional, we have

\[
\delta^p = \max(f(\delta^{p_1}, \hat{r}.t_{p_2}.score), f(\max(\delta^{p_1}, \hat{r}.t_{p_1}.score), r.t_{p_2}.score)).
\]

Notice how now \( \delta^p \) may depend on the valued of the threshold of some \( p_i \) occurring in its rule body. Essentially, \( t_{p_i}.score \) is now replaced with \( \delta^{p_i} \), while \( t_{p_1}.score \) is now replaced with \( \max(\delta^{p_1}, \hat{r}.t_{p_1}.score) \).

For a knowledge base \( K = (F, P) \), we consider the set \( A \) of all equations involving intensional predicates. Note that, if \( K \) has \( m \) intensional predicates, \( A \) consists of \( m \) equations and \( m \) variables. As all equations involve monotone functions only, as pointed out in Section 2, \( A \) has a minimal solution, denoted \( \bar{A} \). Finally, for a query \( q(x) \), the threshold \( \delta \) of the TopAnswers algorithm is defined as

\[
\delta = \delta^{\bar{A}},
\]

where \( \delta^{\bar{A}} \) is the solution to variable \( \delta^\top \) in the minimal solution \( \bar{A} \) of the set of equations \( A \).

From a computational point of view, please note that \( \bar{A} \) and, thus, \( \delta^{\bar{A}} \), can be computed iteratively as described in Eq. (2). Of course, if specific functions are involved only (e.g. linear functions), then better methods may be available to compute the minimal solution. Even more importantly, as ultimately we are interested in the threshold \( \delta^{\bar{A}} \) only, we may apply the \( \text{Solve}(\delta^{\bar{A}}) \) algorithm to compute \( \delta^{\bar{A}} \) in a more effective and query driven manner.

**Example 14 (Example 13 cont.).** Let us see how the new threshold function works on Example 13. Recall that the rules are

\[
r_1 : q(x) \leftarrow b(x) \cdot c(x), \quad r_2 : b(x) \leftarrow d(x) \cdot e(x).
\]

The equations for computing the thresholds are

\[
\delta^b = \max(\delta^b \cdot \hat{r}_1.t_c.score, \max(\delta^b, \hat{r}_1.t_b.score) \cdot r_1.t_c.score),
\]

\[
\delta^b = \max(r_2.t_d.score \cdot \hat{r}_2.t_c.score, \hat{r}_2.t_d.score \cdot r_2.t_c.score),
\]

which can be rewritten as \( (t_c.score = \hat{t}_c.score = 1, \delta^b \geq \delta^b \cdot r.t_c.score, \) as the two rule bodies do not share any predicate, we may omit the prefix \( r_1 \)

\[
\delta^q = \max(\delta^b, \hat{t}_b.score \cdot t_c.score), \quad \delta^b = \max(t_d.score, \hat{t}_c.score).
\]


The computation is illustrated below:

<table>
<thead>
<tr>
<th>TopAnswers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\forall x.p(x) \leftarrow \varphi_1(x, y)$, $\forall x.p(x) \leftarrow \varphi_2(x, y)$,</td>
</tr>
</tbody>
</table>

| $\delta^0$ & $\delta^1$ & $t_p$ & $t_e$ & $t_c$ & $t_b$ |
|-------------|-------------|-------------|-------------|-------------|-------------|
| $\text{Loop} - 1$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.6\}$ & $\{b, 0.6\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.4\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.48\}$ & $\{b, 0.48\}$ & | | | |
| $\text{Threshold}$ | 1.0 & 1.0 & | 0.1 & 0.8 & 0.6 |
| $\text{Loop} - 2$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.6\}$ & $\{b, 0.6\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.4\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.48\}$ & $\{b, 0.48\}$ & | | | |
| $\text{Threshold}$ | 0.8 & 0.8 & 0.3 & 0.8 & 0.5 & 0.6 |
| $\text{Loop} - 3$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.18\}$ & $\{b, 0.18\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.18\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.018\}$ & $\{b, 0.018\}$ & | | | |
| $\text{Threshold}$ | 0.6 & 0.6 & 0.2 & 0.6 & 0.1 & 0.6 |
| $\text{Loop} - 4$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.06\}$ & $\{b, 0.06\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.06\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.006\}$ & $\{b, 0.006\}$ & | | | |
| $\text{Threshold}$ | 0.6 & 0.6 & 0.1 & 0.6 & 0.1 & 0.6 |
| $\text{Loop} - 5$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.5\}$ & $\{b, 0.5\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.5\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.05\}$ & $\{b, 0.05\}$ & | | | |
| $\text{Threshold}$ | 0.5 & 0.5 & 0.1 & 0.5 & 0.1 & 0.6 |
| $\text{Loop} - 6$ | | | | | |
| 1. $q \leftarrow b$ & $\{b, 0.5\}$ & $\{b, 0.5\}$ & | | | |
| 2. $b \leftarrow d$ & $\{d, 0.4\}$ & $\{d, 0.5\}$ & | | | |
| 3. $q \leftarrow b$ & $\{b, 0.05\}$ & $\{b, 0.05\}$ & | | | |
| $\text{Threshold}$ | 0.5 & 0.5 & 0.1 & 0.6 & 0.1 & 0.6 |
| $\text{Stop}$, $\text{return}(a, 0.5)$ | | | | | |

So, the algorithm returns $(a, 0.5)$, which is now correct.

Note that all generated answers for $q$ at loop $i + 1$ have score less or equal than the threshold $\delta^i$, computed at the end of loop $i$. □

Remark 8 (On stopping condition). Let us point out that Example 14 also explains why we need to loop until two successive loops do not modify the current set of answers rankedList and the queue $\hat{A}$ becomes empty (step 9) of $\text{TopAnswers}$. Indeed, in Example 14, the queue $\hat{A}$ gets six times empty, while still rankedList has been changed. Each $\text{Loop} - i$ indicates that $\hat{A}$ became empty. Only when no further predicate symbol has to be elaborated ($\hat{A} = \emptyset$) and there has been no new answers for any predicate symbol $rL = \text{rankedList}$, we can stop.

Note also that while the threshold mechanism guarantees that any successively retrieved tuple for predicate $p_i$ has score less or equal than threshold $\delta^i$, it does not guarantee that this tuple is ordered below any current pointer $\text{ptr}_i^r$ in rankedList($p_i$). For instance, in $\text{Loop} - 5$, tuple $(a, 0.5)$ enters into rankedList($b$) in second position, though the pointer $\text{ptr}_i^r$ is already at tuple $(e, 0.06)$ and so $(a, 0.5)$ will not be taken into account in $\text{Loop} - 5$ to get the new answer $(a, 0.5)$ for $q$. So, $\hat{A}$ becomes empty but $rL \neq \text{rankedList}$. We get the new answer $(a, 0.5)$ for $q$ in $\text{Loop} - 6$. We then stop after $\text{Loop} - 6$ as we have found top-1 answers above the threshold 0.5. If instead we wanted top-2 answers for $q$ we had to continue as $\hat{A} = \emptyset$ and $rL \neq \text{rankedList}$ and eventually stop after $\text{Loop} - 7$ ($A = \emptyset$ and $rL = \text{rankedList}$) getting the answers $(a, 0.5)$ and $(b, 48)$ for $q$.

In case an intensional relation $p$ is in the head of more than one rule, e.g.

\[
\begin{align*}
\text{r}_1 & : p(x) \leftarrow \varphi_1(x, y), \\
\text{r}_2 & : p(x) \leftarrow \varphi_2(x, y),
\end{align*}
\]
we proceed as at the end of Section 3.3 in which now $\delta^p$ is the maximum among the thresholds computed for rule $r_1$ and $r_2$ according to Eq. (9). That is, for two new relations $p'$, $p''$, we define

$$\delta^p = \max(\delta^{p'}, \delta^{p''}),$$

(12)

where $\delta^{p'}, \delta^{p''}$ are the thresholds computed according to Eq. (9) for the two rules $p'(x) \leftarrow \varphi_1(x, y)$ and $p''(x) \leftarrow \varphi_1(x, y)$, respectively.

Example 15 (Example 7 cont.). Let us determine top-3 answers for path. It can be verified that the equations for the threshold computation are

$$\delta_{\text{path}} = \max(\delta_{\text{path}}', \delta_{\text{path}}''), \quad \delta_{\text{path}}' = r_1.t_{\text{edge}}.\text{score},$$

$$\delta_{\text{path}}'' = \max(\min(\delta_{\text{path}}, \hat{r}_2.t_{\text{edge}}.\text{score}), \min(\max(\delta_{\text{path}}, \hat{r}_2.t_{\text{path}}.\text{score}), r_2.t_{\text{edge}}.\text{score})).$$

The computation is shown below (we use the abbreviations $p$, $p'$, $p''$, $e$ for path, path', path'', and edge, respectively).

<table>
<thead>
<tr>
<th>Loop</th>
<th>$h$</th>
<th>$p$</th>
<th>$(a, s)$</th>
<th>rankedList$(p)$</th>
<th>$\delta^p$</th>
<th>$\delta^{p'}$</th>
<th>$\delta^{p''}$</th>
<th>$r_1.s_k$</th>
<th>$r_2.s_k$</th>
<th>$r_3.s_k$</th>
<th>$r_4.s_k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$p'$</td>
<td>$(c, b, 0.6)$</td>
<td>$(c, b, 0.6)$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$p$</td>
<td>$(a, c, 0.5)$</td>
<td>$(c, b, 0.6), (a, c, 0.5)$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$p$</td>
<td>$(c, a, 0.4)$</td>
<td>$(c, a, 0.4)$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$p$</td>
<td>$(c, b, 0.6), (a, b, 0.5)$</td>
<td>$(c, a, 0.4)$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Note that further answers for path have score not greater than the threshold $\delta_{\text{path}} = 0.4$. □

Proposition 4. Given a knowledge base, the generalised threshold-based method correctly reports the top-$k$ results ordered by the score.

Proof. First, let us note the following fact, which is easy to prove by induction on the number of iterations. □

Claim 1. For any loop of $\text{TopAnswers}(L, K, q, k)$, for any predicate symbol $p$, if $(c, s) \in \text{rankedList}(p)$ then $s \subseteq M_K(p(c))$.

Essentially, it says that at any time during the computation of the top-$k$ answers, the score of a tuple cannot be higher than the value of the tuple in the minimal model.

Now, we prove the following claim, which says that in any successive loop of the top-$k$ retrieval procedure, the score of a retrieved tuple is less or equal than the current threshold.

Claim 2. For any loop of $\text{TopAnswers}(L, K, q, k)$, for any intensional predicate symbol $p$, if $\tilde{\delta}^p$ is the current threshold for $p$, then any retrieved tuple $(c, s)$ in a successive loop has a score less or equal than $\delta^p$.

Proof. Consider the current loop of the $\text{TopAnswers}(L, K, q, k)$ procedure and let $\tilde{\delta}^p$ be the current threshold for any predicate $p$. Let us consider the following interpretation $I$ for any extensional predicate $p$

$$I(p(c)) = \begin{cases} s & \text{if } p((c, s)) \in \mathcal{F} \\ \bot & \text{otherwise,} \end{cases}$$

while for any intensional predicate $p$

$$I(p(c)) = \begin{cases} \max\{s, \tilde{\delta}^p\} & \text{if } (c, s) \in \text{rankedList}(p) \\ \tilde{\delta}^p & \text{otherwise.} \end{cases}$$

Note that for any predicate $p$, $I(p(c)) \leq p^\top$.

Now, let us show that $I$ is a model of $K$. If $p$ is an extensional predicate symbol in $K$, then by construction $I(p(c)) = s$ holds for all $p((c, s)) \in \mathcal{F}$. On other words, $I$ is a model of $\mathcal{F}$. 


Otherwise, assume that \( p \) is an intensional predicate in \( \mathcal{K} \). Consider a rule \( r \in \mathcal{P} \) having \( p \) in its head, i.e. \( p(x) \leftarrow f(p_1(z_1), \ldots, p_m(z_m)) \). We have to show that for any ground instance \( p(c) \leftarrow f(p_1(c_1), \ldots, p_m(c_m)) \) of \( r \), we have that

\[
I(p(c)) \geq f(I(p_1(c_1)), \ldots, I(p_m(c_m))).
\]

If for some \( i \in \{1, \ldots, m\} \), \( (c_i, s_i) \notin \text{rankedList}(p_i) \) then \( I(p_i(c_i)) = \tilde{\delta}^p_i \). Then, by definition of \( \tilde{\delta}^p \), we have that

\[
I(p(c)) \geq \tilde{\delta}^p \geq \max(f(p_1^\top, p_2^\top, \ldots, p_m^\top), f(p_1^\top, p_2^\top, \ldots, p_m^\top)) \geq f(p_1^\top, \ldots, p_m^\top) \geq f(I(p_1(c_1)), \ldots, I(p_m(c_m))).
\]

Otherwise, assume that for all \( i \in \{1, \ldots, m\} \), \( (c_i, s_i) \in \text{rankedList}(p_i) \). If for some \( i, s_i < \tilde{\delta}^p_i \) then, reasoning as above we have that

\[
I(p(c)) \geq \tilde{\delta}^p \geq f(p_1^\top, \ldots, p_m^\top) \geq f(I(p_1(c_1)), \ldots, I(p_m(c_m))).
\]

So, assume now that for all \( i, s_i \geq \tilde{\delta}^p_i \) and, thus, \( I(p_i(c_i)) = s_i \). If \( (c, s) \in \text{rankedList}(p) \) then by definition \( I(p(c)) \geq s \) holds. If, on the contrary, \( (c, s) \notin \text{rankedList}(p) \), then necessarily at least for one tuple \( (c_i, s_i) = p_i^\top \) due to the way to retrieve tuples in \( \text{getNextTuple}(p) \). Therefore

\[
I(p(c)) \geq \tilde{\delta}^p \geq \max(f(p_1^\top, p_2^\top, \ldots, p_m^\top), f(p_1^\top, p_2^\top, \ldots, p_m^\top)) \geq f(p_1^\top, \ldots, p_m^\top) = f(I(p_1(c_1)), \ldots, I(p_m(c_m))).
\]

Consequently, \( I \) is a model of \( \mathcal{P} \) and, thus, of \( \mathcal{K} \). It follows that \( I(p(c)) \geq M_{\mathcal{K}}(p(c)) \) for any ground instance \( p(c) \). Now, let \( (c, s) \) be a tuple retrieved for an intensional predicate \( p \) in a successive loop. Then, using Claim 1, we have

\[
I(p(c)) \geq M_{\mathcal{K}}(p(c)) \geq s.
\]

If in the current loop \( (c, s') \notin \text{rankedList}(p) \) then \( I(p(c)) = \tilde{\delta}^p \). If instead, in the current loop there is \( (c, s') \in \text{rankedList}(p) \) then \( s > s' \) (otherwise \( (c, s) \) would not be retrieved for \( p \)). But, as \( I(p(c)) = \max(s', \tilde{\delta}^p) \geq s > s' \), it follows that \( I(p(c)) = \tilde{\delta}^p \). Therefore, in any case \( I(p(c)) = \tilde{\delta}^p \) and, thus, by (13), \( \tilde{\delta}^p \geq s \), which completes the proof of the claim. \( \square \)

Let us now prove the proposition. At first, we show that the computed answers are answers. So, let \( (c, s) \in \text{rankedList}(q) \) when \( \text{TopAnswers}(\mathcal{L}, \mathcal{K}, q, k) \) stops. Now consider the interpretation \( I \) as in Claim 2. We have shown that \( I \) is a model of \( \mathcal{K} \). Furthermore, as \( \text{TopAnswers}(\mathcal{L}, \mathcal{K}, q, k) \) stops, we have also that \( s \geq \tilde{\delta}^q \) and, thus, \( I(q(c)) = s \). By Claim 1, we have that \( I(q(c)) = s \leq M_{\mathcal{K}}(q(c)) \). But, \( M_{\mathcal{K}} \) is a minimal model and, thus, it cannot be \( s < M_{\mathcal{K}}(q(c)) \). Therefore, \( s = M_{\mathcal{K}}(q(c)) \) has to hold, i.e. \( (c, s) \) is an answer for \( q \).

Finally, suppose there is an answer \( (c', s') \) for \( q \) with score \( s' \) strictly higher than the score of some tuple \( (c, s) \) returned by \( \text{TopAnswers}(\mathcal{L}, \mathcal{K}, q, k) \). Therefore, \( s' > s \geq \tilde{\delta}^q \). But then, \( (c', s') \) would be retrieved in a successive loop (if the algorithm would not stop by the threshold mechanism—see also Remark 7). But this contradicts Claim 2 (as then \( \tilde{\delta}^q \geq s' \)) and, thus, \( \text{TopAnswers}(\mathcal{L}, \mathcal{K}, q, k) \) returns indeed the top-\( k \) answers. \( \square \)

In Appendix B we sketch the computational complexity of the \( \text{TopAnswers} \) procedure.

4. Computing top-\( k-n \) answers

We have seen in Example 6 that it may happen that a nested top-\( k \), top-\( n \) computation is needed, which we define as follows:

**Top-\( k-n \) retrieval:** Let \( \mathcal{K} = (\mathcal{F}, \mathcal{P}) \) be a logic program, let \( q \) be a query of the form

\[
q(x, y_1, y_2) \leftarrow \varphi(x, y_1, y_2, y_3),
\]

and let \( n, k \) be two integers with \( n \leq k \). Then the top-\( k-n \) tuples of \( q \) w.r.t. \( \mathcal{K} \) is defined as the set

\[
\text{ans}_{k,n}(q, \mathcal{K}) = \text{Top}_k\{((c_1, e_1, c_2), s) | ((c_1, e_2), s) \in \text{Top}_n\{((c_1', e_1'), s') | s' = M_{\mathcal{K}}(q(c_1, c_1', e_2))\}\}.
\]
Now, the question is: How do we compute the top-\(k\)--\(n\) answers? Fortunately, the procedure for top-\(k\)--\(n\) query answering is a slight extension of the top-\(k\) query answering procedure \textit{TopAnswers}. Indeed, we can proceed exactly as for top-\(k\), except that we always guarantee that there are no more than \(n\) tuples of the form (for a fixed \(c\))

\[
\langle (c, c_1', c_1''), s_1 \rangle \\
\langle (c, c_2', c_2''), s_2 \rangle \\
\vdots \\
\langle (c, c_l', c_l''), s_l \rangle
\]

in the current ranked list \(\text{rankedList}(q)\) greater or equal than the threshold \(\delta\). Exactly as for the top-\(k\) case, whenever we consider a new join combination of the form \((c, c'')\), its score will be less or equal than \(\delta\). Therefore, as soon as we have \(n\) tuples of the form \(\langle (c, c', c''), s \rangle\) in \(\text{rankedList}(q)\) with score greater or equal than \(\delta\), we do not need to generate new join tuples starting with \(c\) in step 2 of the \texttt{getNextTuple}(\(q\)) procedure. Indeed any newly generated tuple starting with \(c\) will have a score less or equal than \(\delta\).

For instance, related to Example 6 (top-3-1 computation), assume that we already have

\[
\langle (34, 11,500, 17,000), 0.29 \rangle
\]

in \(\text{rankedList}(\text{Match})\). As \(0.29 > \delta = 0.29\), we do not generate any new tuple starting with 34 in the \texttt{getNextTuple}(\(q\)) call, as e.g. tuple \(\langle (34, 10,800, 17,000), 0.25 \rangle\) (even though it would be ranked better than \(\langle (455, 12,200, 18,000), 0.15 \rangle\)).

Finally, from a computational complexity point of view, the same results hold as for the top-\(k\) case, as checking the above condition does not affect the overall complexity.

5. Related work

While there are many works addressing the top-\(k\) problem for vague queries in databases (cf. [9,12,29,28,32,33,44, 43,54]), little is known for the corresponding problem in knowledge representation and reasoning. For instance, [85] considers non-recursive fuzzy logic programs in which the score combination function is a function of the score of the atoms in the body. The work [73] considers non-recursive fuzzy logic programs as well, though the score combination function is more expressive and may consider so-called expensive fuzzy relations (the score may depend on the value of an attribute, see [12]). However, a score combination function is allowed in the query rule only. We point out that in the case of non-recursive rules, we may rely on a query rewriting mechanism, which, given an initial query, rewrites it, using rules and/or axioms of the KB, into a set of new queries until no new query rule can be derived (this phase may require exponential time relative to the size of the KB, but is polynomial in the size of the facts). The obtained queries may then be submitted directly to a top-\(k\) retrieval database engine. The answers to each query are then merged using the disjunctive threshold algorithm given in [73]. The works [74,72] (see also [80]) address the top-\(k\) retrieval problem for the description logic \textit{DL-Lite}/\textit{DLR-Lite} [5,10], though recursion is allowed among the axioms. Again, the score combination function may consider expensive fuzzy relations. However, a score combination function is allowed in the query only. The combination with non-recursive logic programming rules, as described in this work, is straightforward. The work [79] shows an application of top-\(k\) retrieval to the case of multimedia information retrieval by relying on a fuzzy variant of \textit{DLR-Lite}. In [76] we address the top-\(k\) retrieval for general (recursive) fuzzy LPs and is closest to this work. [51] slightly extends [76] as it allows also DLR-Lite axioms to occur and tries to rely as much as possible on current top-\(k\) database technology. However, as already pointed out, these two works exhibit incorrect algorithms, which has been corrected in this work. Here, additionally we show that we can smoothly extend the top-\(k\)--\(n\) problem. This latter problem has been shown to be fundamental in electronic Matchmaking [65,66]. [35] uses a threshold mechanism for reducing the amount of computation needed to answer a propositional query in a tabulation-based procedure for propositional multi-adjoint logic programs (strictly speaking, a language is subsumed by the one presented here) and, thus, does not address the top-\(k\) retrieval problem. [20,21,15,16] propose query answering procedures (for less expressive fuzzy logic programming languages than the one proposed here), which are based on unification to compute answers, but do not address the top-\(k\) retrieval problem. It is unclear yet whether unification-based query driven query answering procedures can be combined with a threshold mechanism in such a way to compute top-\(k\) answers.
6. Conclusions

The top-$k$ and the top-$k-n$ retrieval problem are important problems in logic-based languages for the Semantic Web. We have addressed this issue for a general fuzzy logic programming setting.

Other main topics for future work include: (i) can we extend our method to the non-finite truth-spaces? (ii) Can we apply similar ideas to non-monotonic LPs? (iii) How can we approach the top-$k$ (and top-$k-n$) problem under a probabilistic setting, or more generally under uncertainty, possibly relying on emerging top-$k$ retrieval systems for uncertain database management [67,69]?
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Appendix A. Some references related to logic programming, uncertainty and imprecision

Below a list of references and the underlying imprecision and uncertainty theory in logic programming frameworks. The list of references is not intended by any means to be all-inclusive. The authors apologise both to the authors and with the readers for all the relevant works, which are not cited here. A much more extensive reference list can be found in [78].

- Probability theory: [6,8,17,24,36,41,49,50,59,61,62,64,53];
- Fuzzy set theory: [7,11,27,34,60,68,83,84,86,87];
- Multi-valued logic: [19,18,25,30,37,35,40,38,39,42,45–48,52,55,57,56,70,71,77];
- Possibilistic logic: [2,3,1,14,26,63].

Appendix B. Computational complexity

**Solve:** We address here the computational complexity of the Solve algorithm. Of course, the analysis depends on the data structures used. It is not our aim to look for the best bound, but only to provide an upper bound to illustrate roughly its behaviour. So, given a system $S = (L, V, f)$, let $h = |L| - 1$ be the height of $L$. We use a stack for $A$ with constant insertion and extraction time. We encode variables in $V$ as positive integers. We use an array $D$ of length $|V|$ that for each variable $x \in V$ stores an object that contains

- the value $v(x)$;
- a flag indicating if $x$ is in $A$;
- a flag indicating if $x$ is in $dg$;
- a flag indicating if $x$ is in $in$;
- a flag indicating if $x$ has been expanded, i.e. contains the value $\text{exp}(x)$;
- the list $n(x)$;
- the list $p(x)$.

Let $a_i$ be the arity of function $f_i$, let us assume that the $c_i$ is the maximal cost of evaluating function $f_i$ on its arguments and let $p_i = |p(x_i)|$. Now, step 1 is $O(|V|)$. Let us determine the number of loops of step 2. As the height $h$ of $L$ is finite, observe that any variable is increasing in the $\leq$ order as it enters in the $A$ list (step 5), except it enters due to step 6, which may happen only once. Therefore, each variable $x_i$ will appear in $A$ at most $a_i \cdot h + 1$ times, as a variable is only re-entered into $A$ if one of its sons gets an increased value (which for each son only can happen $h$ times), plus the additional entry due to step 6. So if $l_i$ is the cost of steps 3–5 and $k_i$ is the cost of step 6, then the worst-case complexity bounded by

$$\sum_{x_i \in V} (a_i h + 1)l_i + k_i.$$
Let us estimate $l_i$ and $k_i$.

- Step 3 can be done in time bounded by $a_i$. Indeed, selecting $x_j$ is done in constant time, while $dg := dg \cup s(x_j)$ is implemented by updating $D$ appropriately: namely, access to $D(x_i)$, go through the list $s(x_j)$ of successors $x_j$ (there are $a_i$ of them), and update the flag indicating that $x_j$ is in $dg$;
- Step 4 can be done in time bounded by $c_i$;
- Step 5 is bounded by $p_i$. Indeed, the operation $A := A \cup (p(x_i) \cap dg)$ is implemented by updating $D$ similarly to step 3: for any variable $x_j \in p(x_i)$ (there are $p_i$ of them), access to $D(x_i)$ if the $dg$ flag is 1 and the $A$ flag is 0, update this latter to 1 and add $x_j$ to $A$;
- Step 6 is bounded by $a_i$. Indeed, the operations $A := A \cup (s(x_i) \setminus in)$ and $in := in \cup s(x_i)$ are implemented by updating $D$ similarly to step 3, by going through the list $s(x_i)$.

Therefore, $l_i$ is bounded by $a_i + c_i + p_i$, while $k_i$ is bounded by $a_i$ and, thus, the worst-case complexity is bounded by

$$\sum_{x_j \in V}(a_i h + 1)(a_i + c_i + p_i) + a_i = \sum_{x_j \in V}a_i h(a_i + c_i + p_i) + 2a_i + c_i + p_i.$$  

If the maximal values of $a_i$, $c_i$, $p_i$ are bounded by $a$, $c$ and $p$ respectively, then the worst-case complexity is

$$O(|V| ah(a + c + p)), \quad \text{(B.1)}$$

which is

$$O(|V| ah(a + p)), \quad \text{(B.2)}$$

under the assumption that $c$ is $O(a)$ (the functions can be evaluated in linear time w.r.t. the arguments) that in turn becomes

$$O(|V|^2 a^2 h) \quad \text{(B.3)}$$

in case $p$ is $O(|V|)$.

We recall that, in case of non-finite truth spaces, the computation may not terminate after a finite number of steps (see Example 3). [22,70] illustrate some useful cases, where the termination is still guaranteed, e.g. for non-finite lattices. Eqs. (B.2) and (B.3) allow us also to give an immediate worst-case complexity result for answering about the truth of a ground atom $A$ in the minimal model of $K = (F, P)$. Indeed, $V$ is bijectively related to the Herbrand base $B_K$ and, thus, it follows immediately that the worst-case complexity is $O(|B_K| ah(a + p))$. Furthermore, by observing that $|B_K| a$ is in $O(|K^*|)$ we immediately have that the complexity is $O(|K^*| ah(a + p))$. As a consequence, for the classical truth set, we get a worst-case complexity of $O(|K^*|(a + p))$, which may be reduced to $O(|K^*|)$ as both $a$ and $p$ are usually negligible in size w.r.t. $|K^*|$ (this is the same complexity as for classical Datalog [23]).

We are not going to look further into this as likely more efficient data structures may exist.

**TopAnswers:** Let us sketch the computational complexity. It parallels the one we have done for the Solve procedure. Let $D_q$ be the set of intentional relation symbols that depend on the query relation symbol $q$. Of course, only relation symbols in $D_q$ may appear in $A$. We use essentially a similar data structure as for Solve. That is, we use an array $D$ of length $|D_q|$ that for each predicate $p_i \in D_q$ stores an object that contains:

- rankedList($p_i$);
- a flag indicating if $p_i$ is in $A$;
- a flag indicating if $p_i$ is in $dg$;
- a flag indicating if $p_i$ is in $in$;
- a flag indicating if $p_i$ has been expanded, i.e. contains the value $\exp(p_i)$;
- the list $s(p_i)$;
- the list $p(p_i)$.

Let $a_f$ be the arity of function $f$ and $a_p$ the arity of a predicate $p$. Let $\bar{a}_f = \max_f \{a_f\}$ and $\bar{a}_p = \max_p \{a_p\}$.

Let $s_i = |s(p_i)|, \bar{s} = \max s_i \leq |D_q|$, $\bar{p}_i = |p(s_i)| \leq |D_q|$ and assume that the cost of evaluating a function $f$ is bounded by its arity $a_f$ adn, thus, by $\bar{a}_f$. Let $r_i$ be the number of rules having in its head $p_i$. 


For any rule \( p(x) \leftarrow f(\ldots) \), the number of instances of \( p \) is bounded by \( |H_K|^{a(p)} \). So, \(|\text{rankedList}(p)|\) is bounded by \(|H_K|^{a(p)}\). On the other hand, the number of ground instances of the rule body \( f(\ldots) \) is bounded by \(|H_K|^{a(f)\bar{a(f)}}\) (for any predicate occurring in \( f \) there are at most \(|H_K|^{a(p)}\) instances and there are at most \( \bar{a(f)} \) predicates occurring in \( f \)). So, for \( \bar{g} = \bar{a(p)} \), \( \bar{f} \), the number of groundings of any rule body is bounded by \(|H_K|^{\bar{g}f}\).

Now, the cost of the initialisation phase is negligible. Steps 2 and 3 are \( O(1) \). Step 4 is bounded by \( \bar{s_i} \) as for \( \text{Solve} \). Concerning step 6, updating the ranked list (maintaining the order) is \( \log |H_K|^{\bar{a}(p)} = \bar{a(p)} \log |H_K| \), while the updating A is as for \( \text{Solve} \) bounded by \( \bar{p}_l \) and, thus, by \(|D_q|\). Step 7 is bounded by \( \bar{s_i} \), while step 9 is \( O(1) \). Eventually, step 5 is bounded by \(|H_K|^{\bar{g}f}\) (the number of ground instances of any rule body).

Let us now estimate the cost \( u \) of updating the thresholds. To this end we use the results for \( \text{Solve} \). The number of variables \( |V| \) is bounded by \(|D_q| + \sum_{p_i \in D_q} r_i = \sum_{p_i \in D_q} (r_i + 1) \). The function defining \( \delta^p \) has arity bounded by \( r_i \) (see Eq. (12)), while each function in the definition of each \( \delta^{\bar{f}} \) coming from \( p'(x) \leftarrow f(\ldots) \) has arity \( a(f) \). Now let \( a \) be the maximum arity among all \( a(f) \), \( r \) be the maximum number of rules among all \( r_i \) and \( \bar{a} = \max(a, r) \). Then \(|V| \) is bounded by \(|D_q|r_\). From the \( \text{Solve} \) analysis, we have (see Eq. (B.2)) that the cost \( u \) of step 8 is \( O(|V|\bar{a}(\bar{a} + |D_q|)) \).

Now, observe that any tuple’s score is increasing as it enters in \( \text{rankedList} \) and, thus, each \( p_i \) will appear in \( A \) at most \(|H_K|^{\bar{g}f/r}r \) times.\(^8\) Therefore, the number of loops is bounded by \(|D_q||H_K|^{\bar{g}f/r}r \).

By using Eq. (B.2), we get that \( \text{TopAnswers} \) has upper bound complexity\(^9\)

\[
O(|D_q||H_K|^{\bar{g}f/r}(\bar{h} + |D_q|) + |H_K|^{\bar{g}f})�/). \tag{B.4}
\]

which is (assuming \(|H_K| > 1\))

\[
O(|D_q||H_K|^{\bar{g}f/r}(|D_q|\bar{a}(\bar{a} + |D_q|) + |H_K|^{\bar{g}f})).
\]

By observing that \(|D_q||H_K|^{\bar{g}f/r}r \) has upper bound \(|K^*| \), \(|D_q|\bar{r}\bar{a} \) has upper bound \(|K| \), and that \(|H_K|^{\bar{g}f} \) has upper bound \(|K^*|/(r \cdot |D_q|) \), we may as well rewrite the upper bound of the \( \text{TopAnswers} \) procedure as

\[
O(|K^*|h(|K|\bar{h} + |D_q|) + |K^*|/(r \cdot |D_q|))). \tag{B.4}
\]
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\(^8\) There are at most \(|H_K|^{\bar{g}f} \) instances of a rule having \( p_i \) in its head of which there are at most \( r \) rules.

\(^9\) Note that we considered the cost \(|H_K|^{\bar{g}f} \) of the \( \text{getNextTuple} \) procedure for each loop, which hardly may occur in practice. It is not clear if this even may happen in the worst case.


